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EDITORIAL COMMENT 
 

We are proud to present the Book of Abstracts for the 7th BSC Severo Ochoa Doctoral 
Symposium.  
 
During more than ten years, the Barcelona Supercomputing Center has been receiving 
undergraduate, master and PhD students, and providing them training and skills to develop a 
successful career. Many of those students are now researchers and experts at BSC and in other 
international research institutions.  
 
In fact, the number of students has never decreased. On the contrary, their number and research 
areas have grown and we noticed that these highly qualified students, especially the PhD 
candidates, needed a forum to present their findings and fruitfully exchange ideas. As a result, 
in 2014, the first BSC Doctoral Symposium was born. 
 
In this 7th edition of the BSC Severo Ochoa Doctoral Symposium the context has dramatically 
changed due to the Covid-19 crisis that has made it impossible for it to take place in the usual 
format. However, we did not want to miss the chance of giving visibility to our Phd student’s 
research and thanks to their enthusiasm even in such a difficult situation the Symposium has 
taken a digital form. This Book of Abstracts is the result of their contributions. 
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I am delighted to welcome all the PhD students, Postdoc researchers, advisors, experts to the 
7th BSC Severo Ochoa Doctoral Symposium.  
 
This 7th edition of the BSC Severo Ochoa Doctoral Symposium has substantially changed given 
the current Covid-19 circumstances. Nevertheless, the goal of the occasion continues to be 
providing a framework to share research results of the projects developed by PhD thesis that 
use High Performance Computing in some degree. 
 
The symposium was conceived in the framework of the Severo Ochoa Program at BSC, following 
the project aims regarding the talent development and knowledge sharing. Keeping that in mind, 
the symposium provides an interactive forum for PhD students considering both the ones just 
beginning their research and others who have developed their research activities during several 
years. 
 
As a consequence, I highly appreciate the support provided by BSC and the Severo Ochoa Center 
of Excellence Programme that make possible to celebrate this event.  
 
I must add that I am very grateful to the BSC directors for supporting the symposium, to the 
group leaders and to the advisors for encouraging the participation of the students in the 
event.  
 
And last but not least, I would like to thank all PhD students and Postdoc researchers for their 
papers and effort. I wish you all the best for your career and I really hope you enjoy this great 
opportunity to meet other colleagues and share your experiences. 
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Manager of BSC Education & Training 
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I. EXTENDED ABSTRACT

The new version of FALL3D has recently been released
with several new features and improvements in model physics,
solving algorithms, code accuracy and performance [1].
Among the new features are a data insertion scheme and the
ability to simulate volcanic SO2 clouds. The data insertion
scheme enables users to initialise model runs from satellite
retrievals. This modelling approach is useful for removing
uncertainties associated with source term parameters such as
the mass flow rate, plume height, source duration and start
time. Here we demonstrate and validate the new data insertion
scheme in FALL3D-8.0 using geostationary satellite retrievals
of volcanic ash and SO2.

A. Satellite retrievals

1) Volcanic ash: The ash detection scheme presented here
exploits the reverse absoprtion signature between 11 and
12 µm and is based on applying successive masks that
flag pixels as ‘ash-affected’ before attempting a subsequent
quantitative ash retrieval. We use the June 2011 eruption of
Puyehue-Cordón Caulle (Chile) as a case study and apply
the ash retrieval to SEVIRI (Meteosat-9) measurements. Once
pixels have been identified as being ‘ash-affected’ we apply
a Look-up Table (LuT) approach [2] to retrieve volcanic ash
optical depth (τ ), effective radius (re; in µm), and column mass
loading (ml; in g m−2). The temperature difference model
employed here is based on the forward model developed by
[3] and [4]. Uncertainties using this method are estimated to
be up to 50% [4], [5].

TABLE I. SUMMARY OF THE SAL AND FMS VALIDATION SCORES.

Validation metrics S A L SAL FMS

2011 Cordón Caulle
24 h -1.00 -0.22 0.08 1.30 0.42
48 h -0.83 0.08 0.32 1.24 0.14
72 h 0.46 0.89 0.36 1.71 0.10

2019 Raikoke
24 h -0.79 -0.61 0.05 1.46 0.23
48 h -0.93 -0.91 0.03 1.87 0.20

Fig. 1. FALL3D-8.0 validation of fine ash mass loading using SEVIRI mass
loading retrievals. Left panels show satellite retrievals. Middle panels show
FALL3D-8.0 ash simulations. Right panels show spatial overlap of model vs.
observed fields.

2) Volcanic SO2: We apply a three-channel technique to
IR geostationary satellite measurements to retrieve total SO2
column densities in Dobson Units (DU) [6]. This retrieval
exploits the SO2 absorption feature near 7.3 µm. We use
the June 2019 eruption of Raikoke (Russia) as a case study
and apply the retrieval to AHI (Himawari-8) measurements.
To determine whether there is an SO2 signal in the data,
we first construct a synthetic 7.3 µm brightness temperature
by interpolating from 6.9 to 11.2 µm in the radiance space
and then converting to brightness temperature via the Planck
function [6]. One can identify SO2 clouds by taking the
difference between these two variables:

∆TSO2
= T 7.3

BC − T 7.3
B (1)

The ∆TSO2
calculated via Eq. (1) is a function of the total

column density of SO2.



Fig. 2. Same as Fig. 1 but for the Raikoke case study and AHI upper-
troposphere lower-stratosphere (UTLS) total column burdens retrievals (DU).

The SO2 retrieval is based on constructing this function from
offline radiative transfer calculations.

B. Validation Metrics

We use the Structure, Amplitude and Location (SAL) met-
ric [7] to quantitatively compare satellite retrievals of volcanic
ash and SO2 to corresponding FALL3D simulations. As in [8]
and [9], we also use the Figure of Merit in Space (FMS) score
as a complement to SAL for comparing the spatial coverage
of observed vs. modelled fields. A detailed mathematical
description of the SAL metrics is presented in [7]. SAL varies
from 0 (best agreement) to 6 (worst agreement).

C. Results

1) 2011 Cordón Caulle: Figure 1 shows how the satel-
lite retrievals and the model simulations compare using data
insertion. FALL3D accurately represents the spatial structure
of the satellite retrievals with a SAL score of 1.3 and FMS
of 0.42 (Fig. 1b) after 24 hours. After 48 hours, the SAL
score is 0.77 and FMS is 0.14 (Fig. 1c; Table I). The main
difference between the model and observations at this time is
in the centres of mass (L = 0.32). This is due to a second input
of mass used in the Cordón Caulle simulations in addition to
the large masses retrieved from the satellite near the centre of
the domain (near 43◦S, 35◦W). The satellite is likely over-
estimating mass in this part of the ash cloud because of
the underlying meteorological cloud layer that has not been
accounted for in the radiative transfer modelling.

2) 2019 Raikoke: Figure 2 shows the satellite retrievals and
model simulations for the Raikoke case study. Over the first
24 hours the SAL score increases from 0 to 1.46 while the
FMS decreases from 1 to 0.23 (Fig. 2b). The SAL score is

mainly affected by the S and A scores whereas the L score is
low (0.05) indicating the FALL3D is able to track the centre of
mass of SO2 very well when initialised with satellite retrievals.

D. Conclusions

In general FALL3D-8.0 is able to reproduce observations
with a high degree of accuracy when initialised using the
new data insertion scheme. Both simulations for SO2 and ash
maintained SAL scores below 2 out to 48 hours after data
insertion.
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I. EXTENDED ABSTRACT

In recent years, machine learning has proven to be an
extremely useful tool for extracting knowledge from data.
This can be leveraged in numerous research areas, such as
genomics, earth sciences, and astrophysics, to gain valuable
insight. At the same time, Python has become one of the most
popular programming languages among researchers due to its
high productivity and rich ecosystem. Unfortunately, existing
machine learning libraries for Python do not scale to large data
sets, are hard to use by non-experts, and are difficult to set
up in high performance computing clusters. These limitations
have prevented scientists from exploiting the full potential of
machine learning in their research. In this work, we present
dislib [1], a distributed machine learning library on top of
PyCOMPSs programming model [2] that addresses the issues
of other similar existing libraries.

A. Overview

As said before, dislib is built on top of PyCOMPSs
programming model. PyCOMPSs is a task-based programming
model that makes the development of parallel and distributed
Python applications easier. PyCOMPSs consists of two main
parts: programming model and runtime. The programming
model provides a series of simple annotations that developers
can use to define potential parallelism in their applications.
The runtime analyzes these annotations at execution time, and
distributes the computation automatically among the available
resources. In essence, dislib is a collection of PyCOMPSs
applications that exposes two main interfaces to developers:
a distributed data structure called distributed array (ds-array),
and an estimator-based API. A ds-array is a 2-dimensional
matrix divided in blocks that are stored accross different
computers. Ds-arrays offer a similar API to NumPy [3], which
is one of the most popular numerical libraries for Python. The
difference between NumPy arrays and ds-arrays is that ds-
arrays are internally parallelized and use distributed memory.
This means that ds-arrays can store and process much larger
data than NumPy arrays. Implementing a NumPy-like API
makes ds-arrays easy to use and intuitive to developers already
familiar with NumPy. It also allows to parallelize NumPy
codes by just replacing NumPy arrays with ds-arrays.

Distributed arrays serve as a building block for machine
learning algorithms included in dislib. These algorithms are

exposed through an estimator-based API inspired by scikit-
learn [4], a widely used machine learning library for Python.
The typical dislib application consists of the following steps:

1) Load data into a ds-array
2) Instantiate an estimator object with parameters
3) Fit the estimator with the loaded data
4) Retrieve information from the estimator or make

predictions on new data

Each machine learning model in dislib is enclosed in a
class implementing the estimator interface, where an estimator
is anything that learns from data that implements two main
methods: fit and predict. Using the estimator abstraction
provides a unified API across different algorithms, which
reduces the complexity of dislib, and facilitates the imple-
mentation of high level applications and utilities that can use
different algorithms in an interchangeable manner. Distributed
arrays and dislib estimators allow non-expert developers to
easily create distributed machine learning applications using
regular sequential code. Figure 1 shows an example application
that runs the K-means clustering algorithm [5].

1 from dislib.cluster import KMeans
2 from dislib.data import load_txt_file
3

4 x = load_txt_file("data.csv", block_size=...)
5 kmeans = KMeans(n_clusters=10)
6 kmeans.fit(x)
7 print(kmeans.centers)

Figure 1: dislib code.

B. Performance evaluation

We compare dislib’s performance to two similar libraries:
MLlib and Dask-ML. We use these libraries because they
share many characteristics with dislib, including an interface
based on estimators, automatic data management and dis-
tribution, and support for HPC clusters. We use K-means
as a benchmark, which is a popular unsupervised learning
algorithm, and we run our experiments on the MareNostrum 4
supercomputer1.

Figure 2 shows execution times and speedup of the K-
means algorithm in MLlib, Dask-ML, and dislib. We exper-
iment with two different granularities: 50 features and 50

1https://www.bsc.es/marenostrum
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(b) 500 million samples with high granularity (100 features and 500 clusters).

Figure 2: Execution times and speedup of K-means.

clusters (low granularity), and 100 features and 500 clusters
(high granularity). We run the algorithm for 5 iterations with
randomly generated data divided in 1,536 partitions in all
cases. Missing points in the plots mean that the execution failed
due to memory issues. In the case of dislib, we run two sets
of experiments: using 48 and 12 processes per node (labeled
in Figure 2 as dislib and dislib-12 respectively). This is to get
a better comparison against Dask-ML, which can only use 12
processes per node due to memory limitations.

We see that dislib outperforms MLlib and Dask-ML both
in terms of execution time and data size. More precisely,
dislib can be up to 4 times faster than MLlib and Dask-
ML. When running with 192 and 384 cores with 500 million
samples, Dask-ML achieves similar performance to dislib with
12 processes per node. This means that some of the difference
in performance between dislib and Dask-ML is due to dislib
being able to utilize all the available cores. However, when
running with 768 and 1,536 cores, dislib with 12 processes
per node outperforms Dask-ML. This means that dislib scales
better in terms of the number of nodes.

Our evaluation shows that dislib greatly outperforms MLlib
and Dask-ML, both in execution time and ability to process
large data sets. Moreover, running dislib using HPC queue
systems like Slurm is completely automatic, whereas MLlib
and Dask-ML require writing custom deployment scripts, and
fiddling with configuration parameters to obtain good perfor-
mance. Moreover, Dask-ML provides limited code portability
as the IP of the Dask scheduler needs to be defined in the
source code of the application. In terms of memory manage-
ment, our experiments show that both Dask-ML and MLlib
often raise out-of-memory errors when processing large data
sets, while dislib is much more robust. Dask-ML can handle
larger data sets than MLlib, but cannot use all the available
computational resources. Unlike dislib, both MLlib and Dask-
ML required manual configuration of the number of workers
per node, and the amount of CPU and memory per worker. This
makes MLlib and Dask-ML less accessible to non-experts,
as finding the optimal configuration for a particular cluster

is a difficult task that requires an extensive trial and error
process. Moreover, this means that the performance of MLlib
and Dask-ML is limited by the ability of the user to tune the
configuration parameters.
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A. Introduction

Initialised  decadal  climate  predictions  have  been  made
available for users as a potential source of near-term climate
information  with  the  aim  of  supporting  climate-related
decisions in key economic and societal sectors such as energy,
agriculture and insurance. Observed climate variability on the
decadal timescale can be described as the superimposition of an
anthropogenically-driven  trend  on  natural  variability  of  the
climate system. The trend can be considered to be driven by
changes in anthropogenic emissions (mainly greenhouse gases
and  anthropogenic  aerosols).  Natural  variability  is  generated
internally  by  interactions  between  and  within  different
components of the climate system (atmosphere, ocean and sea
ice) or by external factors such as volcanic eruptions and solar
activity. The variability modes on timescales of several years
and longer can then provide a source of potential predictability
and thus lead to skill  of decadal  predictions. In this context,
there is a growing interest from many stakeholders for climate
services  on  1-10  year  timescales,  but  some  efforts  are  still
needed  from  the  climate  science  community  to  assess  the
forecast quality on such timescales.

B. Study Overview

This study will provide a quality assessment of the recently
produced  retrospective  decadal  forecasts  (hindcasts)  at  the
Barcelona Supercomputing Center (BSC) using the EC-Earth
coupled global climate model. This set of ensemble hindcasts is
BSC’s contribution to the Decadal Climate Prediction Project
(DCPP)  Component  A,  comprising  10  members  full-field
initialised  yearly  on  1st  November  from  1960  to  2018  and
covering 11 forecast years. In plain language we will assess the
question whether our decadal predictions are any good or more
precisely: 

- Are  the initialized  decadal  predictions better  than  the
non-initialized simulations?

- Can we identify reasons if the answer was “no” for the
questions above for a given geographical reason?

C. Results

We  will  show  typical  measures  for  the  quality  of
deterministic  and  probabilistic  hindcasts,  such  as  anomaly
correlation  coefficients  of  standard  variables  such  as  near
surface  temperatures,  verified  against  observations  and
reanalysis  products.  In this  context  the effect  on verification
measures by mimicking observational products for near surface
temperatures,  combining  sea  surface  temperatures  with  near
surface air temperatures over land, will be discussed. We will
also assess  the impact  of  initialization on forecast  reliability
quantifying  the  statistical  relationship  between  the  predicted
probabilities and the observed relative frequency of an event. 

Initialized  hindcasts  will  further  be  compared  to  an
ensemble of non-initialized historical simulations assessing the
potential  added  value  of  initializing  the  model  towards  the
observed  climate  state  in  near-term climate  predictions  (one
example  is  figure  1).  Over  few  ocean  regions  initialized

predictions show significant skill beyond the relation to trends
due to external forcing. We will also discuss the possibility of
an overestimation of the added value due to different behaviour
from  the  observed  climate  in  non-initialized  historical
simulations.

Fig. 1  Top: Anomaly correlation coefficient (ACC) between first forecast year
of  ensemble  mean  of  initialized  decadal  predictions  and  observations  for
surface temperature and 1961-2018. Hatching indicates significant correlation )
at  the  95% level.  Bottom:  Difference between ACC of initialized and non-
initialized simulations    

D. Summary

The recently produced decadal predictions at the BSC show
added  value  of  initialization  for  some standard  variables  for
some regions especially for early forecast years, e.g. for surface
temperature  over  the  Pacific  in  forecast  year  1  (figure  1,
bottom). Our hindcasts show however barely any benefit from
initilization beyond the first forecast year. The ocean dynamics
in the North Atlantic region in response to initialization can be
shown  to  play  a  crucial  role  why  the  added  value  of
initialization is limited.  
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EXTENDED ABSTRACT 

The rapid spread of the Covid-19 pandemic over Spain 

recently forced the Spanish authorities to implement drastic 

measures of social distancing through a strict lockdown of the 

population starting on March 14th. As hospitalizations were 

still strongly increasing, a second and more stringent phase of 

the lockdown was implemented from the March 30th to April 

9th with workers from all non-essential economical activities 

forced to stay at home.   

This situation has impacted numerous activity sectors, 

including road transport, air traffic and part of the industries. 

As a consequence, air pollutant emissions have been greatly 

reduced. Although such a large change of emission forcing is 

expected to reduce the air pollutant concentrations in Spanish 

urban areas, the extent of such reductions remains uncertain. 

Key to this uncertainty are the highly variable meteorological 

conditions that can either attenuate or amplify changes of air 

pollution concentration originally driven by changes of 

emissions. Thus, assessing the impact of the Covid-19 

lockdown solely based on the analysis of the concentration 

time series can often be misleading since at least part of the 

variability is driven by the meteorology.  

In this study, we explore the use of machine learning 

algorithms for estimating the business-as-usual NO2 

concentrations that would have been observed without the 

Covid-19 lockdown based on ERA5 meteorological data and 

additional time features. Trained on past data, these ML 

models can learn the complex relationships between 

meteorology and NO2 concentrations, indirectly assuming an 

average emission forcing. By using these ML models to 

predict the NO2 concentrations under the current situation 

(with very different emission forcing), we expect the  

discrepancies between predictions and observations to be 

related to a large extent to the reduction of emissions induced 

by the lockdown regardless of the meteorological conditions. 

In this study, the reduction of NO2 pollution is investigated 

in all 50 provinces of Spain.  

A. Data 

We selected one air quality (AQ) surface monitoring 

stations in each of the 50 Spanish provinces (Figure 1). 

Stations are selected according to several criteria of interest, 

including high population density and high data availability. 

NO2 measurements are extracted from the BSC in-house 

GHOST (Globally Harmonized Observational Surface 

Treatment) project (Bowdalo et al., in preparation). GHOST 

gathers numerous publicly available atmospheric datasets 

together with harmonized detailed metadata and quality 

assurance (QA) flags. It aims at facilitating a greater quality of 

data analysis in the atmospheric chemistry community. In this 

study, we used the EEA AQ eReporting dataset, and applied a 

careful QA screening to the entire NO2 dataset in order to 

remove unrealistic or very suspicious values. 

Meteorological data are taken from ERA5 reanalysis 

dataset, whose spatial resolution is 31 km globally. We 

consider the following parameters at the daily scale: daily 

mean, minimum and maximum 2-m temperature, surface wind 

speed, 10-m zonal and meridian wind speed components 

normalized by 10-m wind speed (in order to provide 

information solely on wind direction), surface solar radiation 

downward, surface pressure and total cloud cover.  

 

Fig. 1. Climatological (01/01/2013-06/04/2020) NO2 mixing ratio at the 

stations selected in each of the 50 provinces of Spain (Canarias islands not 

shown). 

B. Methodology 

In this study, we used the Gradient Boosting Machine  (G) 

machine learning model. One ML model is developed at each 

of the 50 stations. The target is the daily mean NO2 mixing 

ratio. Following the studies of Grange et al. (2018) and 

Grange and Carslaw (2019), we considered a set of features 

including the previously mentioned meteorological variables 

and several time features, namely the Julian date (as the 

seasonal term) and the weekday.   

The complexity of using ML models for predicting 

pollutant concentrations in this case relies in its typical non-

stationarity, as emissions often following trends due for 

example to the implementation of more restrictive regulation. 

In order to limit this potential issue, we trained the ML models 

only over the 3 years from 2017 to 2019, assuming that trends 

over that short period are relatively low compared to the 

variability induced by the meteorology, and let the year 2020 

for testing. In this way, the performance of the ML model can 

be assessed looking at the results in 2020 before the lockdown 

(not after since emission forcing is different). To estimate the 

uncertainty of our ML models, we replicated our approach 

over the past years: training over 2013-2015 and calculation 



of the uncertainty over January-April 2016; then idem for 

2014-2016, 2015-2017 and 2016-2018.  

 

C. Results 

Preliminary results indicate that the performance of the ML 

models is quite heterogeneous among the different regions. In 

many regions, the discrepancies with observed concentrations 

(before lockdown) remain within the uncertainty range. 

However, some bias is often highlight, in some cases larger 

than the uncertainty. Discrepancies may be due to deficiencies 

in the ML model and/or changes of emissions in the vicinity 

of the station. However, in most regions, the predictions 

followed reasonably well the variability of the observed 

concentrations, which suggests that the ML models are 

capturing well the influence of the meteorological conditions.  

 

 

Fig. 2 Seven-days running average of NO2 mixing ratios at Madrid (top panel) 
and Barcelona (bottom panel) from January to present day. Observed 

concentrations are shown in blue, predicted business-as-usual (BAU) NO2 

concentrations are shown in red, with a 95% confidence interval. The NO2 
concentrations from all previous years since 2013 are shown in grey. The 

lockdown period starts after the vertical black bar. Note that ML predictions 

were not possible after late March due to not yet available ERA5 data.  

First results in Madrid and Barcelona regions are shown in 

Figure 2. In Madrid, before lockdown, the ML model 

performs quite well but with a moderate positive bias. It is not 

able to capture all the events, and the errors found during the 

first weeks of February are found to exceed the uncertainty 

range estimated from previous years. Including ERA5 

information on the planetary boundary layer height and/or 

atmospheric stability may help solving this issue. After the 

lockdown, observed NO2 mixing ratios quickly decrease, 

down to values around 8 ppbv, that have never been observed 

at this period of the year since 2013. The ML model predicts 

business-as-usual NO2 mixing ratios of about 15 ppbv over 

that period. The difference with observed concentrations is 

found to be statistically significant at a 95% confidence level, 

with a best estimate of -47%.  

Similar results are obtained in Barcelona where the ML 

model performs better as the observations are within the 

predicted uncertainty range before lockdown. The observed 

NO2 concentrations dropped down to 8 ppbv while ML 

predictions exceed 16 ppbv, which means a reduction of 50%, 

in agreement with what is observed in Madrid.  

In some other regions, results are more complex to 

interpret given the potential deficiencies of the ML models. 

Discrepancies between observations and business-as-usual 

predictions during the lockdown often remain within the 

uncertainty interval of the ML model, which prevents from 

concluding on statistically significant reductions of NO2 

pollution. Including more recent data may help to detect more 

significant changes. 

D. Conclusion and Perspectives 

Further efforts are obviously required for analyzing the 

results obtained in the different regions of Spain but these 

preliminary results suggest that the methodology is suitable, at 

least in some regions, for identifying and quantifying the 

reduction of NO2 pollution that is not due to meteorological 

conditions. It is worth noting that part of the discrepancies 

previously highlighted may be due not only to changes in the 

emissions but also to changes in the chemistry, although we 

assume this impact is lower. 

Processing the most recent data, during the second phase 

of the lockdown, should soon provide us a more complete 

picture of the impact of these reduced emissions on the NO2 

levels in Spanish urban areas. Including additional ERA5 

variables may also help to improve the skills of the ML 

models, which is required for confirming the statistical 

significance of NO2 reduction in some regions.  
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EXTENDED ABSTRACT 

Women’s underrepresentation in science is an unfair       
situation apparent in different research fields. This article        
examines the problem of gender bias in the field of          
Bioinformatics. Through a quantitative study of more than        
40K articles, we discovered that even when the difference         
between women and men representation in academic       
publications has been slightly reduced in the last years, men          
still dominate the scientific activity. We also found that         
publications led by female researchers are less recognized in         
terms of citations than articles led by male scholars. 

A. Introduction 
The underrepresentation of women in the scientific       

community is noticeable across research fields [1]. Women        
scientists publish less than men and have fewer opportunities         
than men to participate in international collaborations. In        
developed countries, articles with women in leading       
authorship positions receive fewer citations than those with        
men in the same positions [2]. By leveraging quantitative         
methods, this article explores aspects of gender differences in         
bioinformatics research with the aim to unveil unfair        
situations of gender inequalities as well as study whether         
already published gender biases in other fields of research are          
also present in bioinformatics. 

B. Methods 
Five representative journals in the field of Bioinformatics        

were chosen for the study, namely Oxford Bioinformatics,        
Plos Computational Biology, Nucleic Acids Research, BMC       
Bioinformatics, and BMC Genomics. Meta-data of articles       
(e.g., title, author names, publication year, abstract, number of         
citations, PubMed identifier) published in these journals were        
extracted from Scopus—one of today's most complete       
repositories of scientific manuscripts. The data collection       
process was run in August 2019. 

The search engine of Scopus was queried to find articles          
published between 2005 and 2017 in the selected journals.         
The lower-bound limit in the range of years was chosen          
because the journal Plos Computational Biology appeared in        
2005. Also, we decided to limit our search to 2017 because we            
wanted to leave enough time (one full year) to ensure that           
Scopus already indexed the majority, if not all, of articles of           
the selected journals by the moment of the search. 

In total, meta-data of 47,427 articles and their        
corresponding authors were collected. After getting rid of        
duplicates (194) and entries without DOI (401), 46,832        
records were considered for further analysis. Table 1        
summarizes the data collected per journal. 

The gender of the 143,960 authors who produced the 46,832          
articles was inferred using the services NamSor and        
gender-guesser. We hit the API of NamSor asking for the          

gender of authors by providing the authors’ first and last          
names. NamSor API returns male, female, or unknown. In         
case NamSor fails to identify the gender, the python package          
gender-guesser was employed as a backup to find out the          
gender of authors. The gender of 27,705 authors (19%) could          
not be detected by either any of the two gender identification           
tools. In 10% of the cases, gender could not be identified           
because we could not get the author’s name. For the rest, we            
empirically found that, as also reported in [3], Asian names          
are challenging for gender identification services. After       
removing authors with unidentified gender, 116,255 authors       
left in the dataset. 

TABLE I 
SUMMARY OF THE DATA COLLECTED PER JOURNAL 

Journal ISSN No. of articles 

Oxford Bioinformatics 1460-2059 8,466 

Plos Computational Biology 1553-734X 5,121 

Nucleic Acids Research 1362-4962 15,489 

BMC Bioinformatics 1471-2105 7,703 

BMC Genomics 1471-2164 10,053 

Total articles  46,832 

 

We found that 1,382 of the 46,832 articles either do not           
provide information about their authors or all of their authors          
have unknown gender. These records were removed from the         
dataset, remaining 45,450 articles for the analysis.  

C. Results 
A mean of 4.8 of people authored articles published in the           

journals of interest, and this average shows a moderate         
increase from 4.1 in 2005 to 5.1 in 2017. As expected and in             
line with several previous research [4][5], the majority of the          
116,255 authors are male (64.7%), while the rest 35.2% are          
female. 

a. Gender distribution 
In 60% of the articles (29,926), male researchers dominate         

the list of authors. More than one-third of the articles were           
authored only by men (15,583) while articles published        
exclusively by women represent 3.91% of the total. Female         
researchers lead 26.26% of articles, whereas males appear as         
first authors in almost 60% of articles. Percentages do not sum           
up to 100 because, due to limitations in the method used to            
infer authors’ gender, we do not have gender information         
about all first authors. The underrepresentation of female        
researchers is even more noticeable when analyzing the last         



authors of articles. In this case, the proportion of female          
researchers that participate as last authors is less than 20%.  

Results show that gender differences gradually decrease       
over time. Figure 1 shows how the representation of female          
authors within the total authors increases from 2005 to 2017.          
The proportion of total authors passed from .27 in 2005 to .32            
in 2017. The different actions taken by governments, research         
centers, universities, and civil institutions to promote the        
participation of women in science might have impacted the         
increment. However, male researchers are still clearly       
dominating the group of authors. 

 
Fig. 1 Evolution of the proportion of male and female authors over time.             
Women proportion is shown in purple, whereas men proportion is depicted in            
green. 

b. Productivity and citations 
In general, the 45,450 articles received a median of 28          

citations. The top ten most-cited authors are all males. and          
they accounted for almost 2% of the total citations (223,053          
out of 13,368,610). 

The average citation by paper within the group of male          
authors is 46.2, while in female researchers is 43.12. Articles          
authored exclusively by women received on average fewer        
citations (33) than articles in which only men participated         
(54), and the difference is statistically significant (p-value <         
.001, alpha=.05). We found a similar situation when analyzing         
articles led by a female researcher and articles in which a           
woman appears as the last author. The difference between the          
average citations in both cases showed to be statistically         
significant (p-value < .001, alpha=.05). 

Authors have, in general, a mean of productivity of 1.89          
articles. In the case of male researchers, they have         
productivity of 2.05 articles while females 1.60 articles. As in          
the case of citations, the top-ten most productive authors are          
all male. The first woman appears in the position 13th in the            
productivity ranking (i.e., sorting authors by their number of         
articles in descending order).  

Two females are part of the list of the top ten authors that             
participated in articles as the last author. As found in previous           
research [6], articles with females as last authors are less          
frequently cited (mean=38.50) than articles with males as last         
authors (mean=50.64), and the difference is statistically       
significant (p-value < .001, alpha=0.05). Contrary to what        
Bendels et al. [6] have found, the difference does not get           
larger as more people authored articles. Similarly, we        
discovered that articles led by female researchers got        
significantly fewer citations on average than articles with male         
scholars as first authors (p-value < .001, alpha=.05). Besides,         
our analyses show that articles authored only by women         

received significantly fewer citations on average than articles        
published only by male authors (p-value < .001, alpha=.05). 

D. Conclusion and Future Enhancement 
Although the last years show a reduction in the inequalities          

between men and women in scientific production, our results         
confirm that still there is a noticeable gender difference in          
favor of male researchers. In future work, we will deep dive           
into the presented results to further explore other dimensions         
of the gender bias in bioinformatics. 
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I. EXTENDED ABSTRACT

The great advancement in the technological field has led to
an explosion in the amount of generated data. Many different
sectors have understood the opportunity that acquiring, storing,
and analyzing further information means, which has led to a
broad proliferation of measurement devices. Those sensors’
typical job is to monitor the state of the enterprise ecosystem,
which can range from a traditional factory, to a commercial
mall, or even to the largest experiment on Earth[1].

Big enterprises (BEs) are building their own big data
architectures, usually made out of a combination of several
state-of-the-art technologies. Finding new interesting data to
measure, store and analyze, has become a daily process in the
industrial field.

However, small and medium-sized enterprises (SMEs) usu-
ally lack the resources needed to build those data handling
architectures, not just in terms of hardware resources, but also
in terms of contracting personnel who can master all those
rapidly evolving technologies.

Our research tries to adapt two world-wide-used technolo-
gies into a single but elastic and moldable one, by tuning
them, to offer an alternative and efficient solution for this very
specific, but common, scenario.

A. Introduction: A historical approach

From one-size-fits-all to one-size-for-each

Traditionally, databases have been considered a passive
asset: OLTP systems ingested structured data, in order to facil-
itate daily operations, and the relational model was considered,
de facto, the standard model.

As soon as hardware evolved, organizations realized the
real potential of data and several different technologies
emerged, improving the handling and storage of the data in
a wide range of scenarios.

In not many years, databases moved from one-size-fits-
all[2] to one-size-for-each, where each scenario had a very
specific and efficient data model, and each data model had
a plethora of different databases to choose from. For ex-
ample, Graph databases enabled the full potential of social

networks and key-value databases became crucial in huge
online marketplaces[3].

Polyglot Persistence

Alongside the increasing amount of new Data Analysis
and Machine Learning algorithms, BEs encountered a new
problem: Systems were evolving and, sometimes, choosing
one single data model was not enough. Thus, BEs started to
put in practice polyglot persistence[4]: Multiple data storage
technologies were incorporated, chosen based on the way
data was used by individual applications. Hence, applications
started to benefit from different data models at the same time.

B. Monitoring Infrastructures and archive databases

In this research, we understand as Monitoring Infrastructure
a set of devices, usually called sensors, where each supervises
the state of a specific asset alongside time. The global reporting
of those sensors is able to describe the state of the whole
system, at a given point in time. Archive databases are meant
to store the data that a Monitoring Infrastructure produces. The
data obtained during this process is crucial for performing tasks
such as predictive maintenance or forecasting.

Unlike BEs, SMEs are hardly ever able to implement Poly-
glot Persistence: Having an expert in each database technology
is difficult. Moreover, some companies cannot afford to keep
the historical data forever, not just in a single data model, as it
becomes huge. Thus, they usually implement a sliding window
technique, where only a fixed amount of data is kept: As new
data is stored, the oldest data is removed. This generates two
main problems: Firstly, data is stored just in a single data
model, and analyzing it becomes really slow. Secondly, data
is being discarded, so important information is lost.

Finally, for preventing data loss, databases are commonly
replicated in different machines, which ends ups in an impres-
sive consumption of hardware resources.

C. Soft Goals

The resulting platform should meet the following soft
requirements:

• Allow the ingestion, in real time, of monitoring data
• Use as few different technologies as possible, while

enabling fast analysis
• Minimize the amount of storage needed



D. Proposed solution

The platform was built with just two different well-known
big data technologies. Also, a Java/Python API is provided in
order to interact with the platform.

Apache Kafka

Apache Kafka is a distributed streaming platform, used for
building real-time data pipelines and streaming apps[5].

In this scenario, Kafka helps in two different actions:
It facilitates the stream data ingestion and, also, thanks to
a specifically designed Java consumer, compacts and re-
structures the data before sending it to the database.

MongoDB

MongoDB is the most popular NoSQL database[6]. It
follows a schema-less design: Data Architects define a basic
schema, but altering it or adding new fields does not enforce
any global-schema modification, which allows a great flexibil-
ity. Hence, each record is, theoretically, schema-independent
from the other ones.

In this platform, MongoDB was tuned for handling a
columnar schema-full data model, apart from the standard
document schema-less data model. Thanks to this modification,
MongoDB behaves like a Polyglot Persistence system itself,
but just using a single database technology.

This not only reduces the number of used technologies
and needed experts, but also allows Polyglot Persistence Intra
Communication: In traditional polyglot persistence systems,
each data-model is held in a different technology, making
the communication between them fairly difficult. By placing
different data models under the same logical database, it is
even possible to perform queries that benefit from different
data models at the same time.

Furthermore, it also tackles the problem of database repli-
cation. Although both data models are in the very same logical
database, they can be placed in different physical databases,
by sharding. Thus, a data model can serve as a replica for the
other one, and vice-versa: If a machine fails, its data can be
recovered from its sibling database.

E. Experiment design

In the scope of this extended abstract, the experiment set
up consisted in feeding the archiving platform with a 4-month
pseudo-streaming factory simulation, that incorporates 3000
different sensors, producing data every 30 seconds. More than
1000 Million records were generated. The system was limited
to 4 GB of RAM, and data was stored in a traditional HDD
using the ZSTD compression technique.

The performance metrics were obtained in independent
executions, by clearing RAM and cache. Each execution was
performed 3 times, keeping the AVG.

The executions consisted in running three common queries.
Each query asked for the data of 10 random sensors, either for
500 random timestamps or for a 3-month time range. Also, this
3-month time-sequential query was divided into two different
queries: The first one obtained the RAW values, and the other
one resampled them, obtaining the mean value per sensor and
hour.

Fig. 1. Query execution time comparison for single vs multi-schema database.

F. Evaluation

As seen in Figure 1, by adding a columnar schema-
full storage to the database, time-sequential queries reduce
their execution time drastically, as this model captures the
relationship between same-sensor measurements.

However, for Random Access queries, the document
schema-less design continues being preferred, as it captures
the relationship between same-time measurements.

Finally, regarding the disk consumption, the document
schema-less design consumed 15.8GB (2-replica + arbiter),
while the double schema design needed 12.8GB.

G. Conclusion and future work

The built Archiving Platform keeps a compromise between
needed resources and efficiency, while providing an easy-to-
use API. It has shown to speed up querying while reducing
disk usage, in comparison to traditional schema-less designs.

As future work, it will be important to implement queries
that benefit from both data models at the same time, and to add
an automatic data recovery mechanism between data models,
thus allowing a fully functional replica set.
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I. EXTENDED ABSTRACT

More than half of the world population lives in urban areas.
Urbanites are estimated to grow up to 68% of the population
by 2050 [1]. This rapid growth requires new contributions from
researchers and policy-makers to the development of the future
city. Again, understanding how the city will grow is a crucial
step in guiding this process towards the best outcome.

Cities are highly complex systems that traditional urban dy-
namic simulations cannot grasp in their totality, if solved only
in a lightly coupled way. In addition, a model is useful only if
it can be used in the planning and management practice [2]. It’s
true that, driven by the urge to improve their models, different
sectors are developing multi-layered integrated simulations.
Nevertheless, a wider scope of considering the city in its
holistic behaviour is missing. Indeed, management, social, and
technical barriers restrain the adoption of integrated models,
such as ‘model complexity, user friendliness, administrative
fragmentation and communication’ [3].

Simulation models are the test field where to evaluate
the mechanisms of how urban systems work, according to
different settings and changing conditions [4]. They allow
impact assessment for new urban policies and development
goals, as well as the evaluation of ongoing ones [5]. With
virtual models, planners can test and evaluate changes that,
otherwise, are (i) costly, (ii) unethical when people are implied
and (iii) whose effects may delay appearing.

The first stage of this research consists of studying the
progress made towards integration in each urban system (that
we consider ‘layers’). To do that, we need to (i) identify these
and (ii) develop a methodology to compare integrated models
belonging to the identified urban systems.

To identify the layers the city is made of, we start from
the City Anatomy [6] research. Indeed, there is no common
definition of city, that evolves around political, economic, and
social ideas [6]. In Ref. [6] the city is considered ‘a system of
systems and interactions that foster emergent human behaviour.
The city is compared to an organism: the capability of working
together and in coordination leads to more than the sum of the
individual systems (or layers).

Starting from the Anatomy described in [6], the urban
systems are translated into nine layers: the six ‘infrastructures’
that enable flows from/to and within the city (‘Communication
Network’, ‘Water Cycle’,’ Energy Cycle’, ‘Matter Cycle’,
‘Mobility Network’ and ‘Nature’), the ‘Built Domain’, the
‘Society’, and the ‘Environment’.

After having defined the layers, we define a methodology
to categorize and compare existing models. These two steps
are recursive: in defining the categories, we gain new insights
to better translate the urban systems from [6] into layers.

In the process of comparing we consider both Determin-
istic and Statistical models, and we exclude virtual three-
dimensional models that offer only a visualization of the
planning distribution.

Deterministic models are ‘theory-based’ [4] (or ‘secure’
models according to [7]), where the relationship between
model and theory is recursive: models test the theory they are
based on and are used to define a better one [4]. Statistical
models are ‘black-box’ or ‘theory-laden’ [4] models (see
‘insecure’ models [7]) where the results obtained are more
important than the behavior of the simulation algorithms, that
may be not fully understood.

We collect examples for every and each layer and according
to different categories, which take into account the subject that
is modelled, whether the model aims to develop a theory or to
exploit one, which simulation technique is used and to which
purpose, the temporal and spatial capabilities of the simulation,
the data requirements and availability, and the integration and
interaction processes [4], [8], [3].

As a result, we conduct an extended review according to
the nine layers. The definition and gathering of these categories
should help identify which are the open problems yet to solve
in the simulation field. From there, we’re planning the future
development of sustainable mobility simulation.
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I. EXTENDED ABSTRACT

Satellite imagery has been used for decades to study changes
on Earth’s surface and understand the mechanisms that have
shaped it as we know it today. Moreover, substantial improve-
ments in computing power and the increase of data available
in recent years have boosted interest for this kind of research.
Pixel-based composites of large areas are easily accessible
today thanks to the Google Earth Engine platform[1]. These
are being used to study the evolution of different ecosystems
such as forests[2], as well as the frequency of wildfires. Fur-
thermore, technological advances over the last decades have
enabled to precisely monitor variations in extreme weather
events[3]. These weather phenomena seem to be larger now
in quantity and size due to the increase of climate volatility[4].

The consequences of natural hazards have been mostly
studied by comparing pre- and post-disaster conditions, or sim-
ple pair-wise comparisons between affected and non-affected
areas, rendering inaccurate estimates[5]. We are interested in
developing a system that, by means of a synthetic control
approach, will enable us to causally evaluate the effects of
disturbances over areas of interest using satellite imagery.

Resilience is another field of interest for the research
community. The decrease in resilience of regions that are
recurrently hit by these events might end up making certain
places inhabitable. For example, extreme weather events al-
ready have their toll on life expectancy in the US[6]. Hence,
large migrations may follow as a result in the long term.
A. Costs of natural disturbances

Natural disasters have become one of the main concerns of
many developed and developing countries that are more prone
to be affected by these. Specifically, Western US, Australia
and Brazil are some of the regions that have experienced large
wildfires in recent years. However, wildfires have historically
played a fundamental role in regulating the cycles of wildlife
around the globe[7].

It is hard to quantify or measure the extent, severity and
the impact of these natural disasters as well as the economic
effects of these events. Different sources of data can provide
different insights of these events. Moreover, the large costs and
low precision of human-made reports on observed wildfires

calls for an accurate estimation of their effects. Aftermath
costs calculated by insurers are an under-estimation of the
real damage of wildfires. Sanitary and labor expenses, as well
as other types of effects are usually not taken into account.
There is acute need for quantifying the morbidity effects and
medical costs in order to estimate the true economic impact
of wildfires.

With regard to the specific case of ecosystem disturbances
provoked by wildfires, previous research has focused on the
analysis of satellite imagery [8] to evaluate the evolution of
forest ecosystems, both before and after wildfires occur[9].
In addition, past studies have centered on the simulation of
different temperature and climate scenarios and on the varying
degrees of wildfire risks in California[10]. On the other hand,
the aim of this study is to estimate the short and long term
causal effects of wildfires.

B. Experimental Environment

Open access data to more than three decades of satellite
imagery is available through the Landsat archive[11], as well
as many other remote sensing data resources. This spatio-
temporal data allows for a longitudinal analysis of these
natural hazards before and after they take place. Figure 1
shows the state of vegetation, before, during, and after a large
wildfire.

We can obtain proxies of vegetation health by observing
various Landsat Surface Reflectance-Derived Spectral Indices
(LSR-DSI), such as Normalized Difference Vegetation In-
dex (NDVI), Normalized Burned Ratio (NBR) and other
composite. Other sources of data such as satellite nightlight
imagery can be good proxies of the socio-economic statuses of
societies. The increase in size and frequency of these natural
disasters urges the use of new methods in order to rapidly
evaluate their extent. By controlling for spatial attributes,
incident risk and land use we intend to thoroughly examine
these effects.

The methodology proposed in this extended abstract is
known as synthetic control. This approach is drawn from
social and medical sciences literature[12]. It consists on the
creation of a synthetic counterfactual for each treated unit, in
order to assess the longitudinal effects of the event of interest.
By means of using synthetic controls we intend to study the
average causal effect of natural disasters on different regions



Fig. 1. Sample images capturing the Thomas Fire in California in December
2017. The images show the NDVI on surface reflectance over three Landsat
8 images. The images show the vegetation previous, during and after the
wildfire. The second image depicts some smoke, meaning that the wildfire
was still being controlled.

of the planet. In order to obtain estimates of the effects, we
need to observe the characteristics of the affected areas, as
well as their respective counterfactual regions. These are the
areas that were found to be most similar to their counterparts
before the impacts, but were unaffected by them.
C. Discussion

In this extended abstract we propose the use of remote
sensing data, jointly with the use of synthetic controls to
estimate spatio-temporal effects of natural disturbance events.
By combining literature from econometrics, remote sensing,
political science, and the vast amount of data at our disposal, in
addition to adequate pre-processing, we can provide significant
insights on the effects of these events and enable improvements
in the field of mitigation planning, as well as in more efficient
regeneration management.
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Abstract—We derive an optimization method to adapt
straight-edged and curved piece-wise polynomial meshes to the
stretching and alignment of a target metric. Two globalization
strategies for the optimization method are proposed: backtrack-
ing line search and restricted trust region. To compare both
globalization approaches, we derive a specific-purpose implemen-
tation of Newton’s method for each globalization. To propose
these two new implementations, we present different emulation
methods to interchange between both approaches their non-
shared globalization features. Once the number of non-linear
iterations is comparable, we have been able to improve the
inexact Newton implementation, with both globalization methods,
to reduce one order of magnitude the total number of sparse
matrix-vector products.

I. INTRODUCTION

The optimization of an objective function that measures
a global mesh quantity by changing the coordinates of the
mesh nodes has been used in several meshing methods [1].
To optimize the objective function, we can iteratively modify
the coordinates of either one free node (local) or all the
free nodes (global) per non-linear iteration by using either
gradient-based (first-order) or Hessian-based (second-order)
optimization methods. Existent literature shares a common
conclusion. That is, when highly optimized and accurate
meshes are required, especially in isotropic meshes featuring
high gradations of the element size, a specific-purpose global
feasible Newton method outperforms one-node optimization
methods.

Although the existent literature does not deal with piece-
wise polynomial meshes and highly stretched elements, it
provides valuable knowledge to devise our specific-purpose
global optimization method. Our goal is to derive an opti-
mization method to adapt straight-edged and curved piece-
wise polynomial meshes to the stretching and alignment of a
target metric. The objective function has been proposed before
[2]. However, a specific purpose solver where an initial mesh
configuration, with nodal coordinates not in the convergence
basin of a local optimum, is efficiently driven to an optimal
configuration has not been proposed. Accordingly, we are
especially interested in a globalized solver that can deal with
inaccurate initial approximations with low and high polyno-
mial degrees and targets metrics featuring highly varying size
gradations, stretching ratios, and principal directions. Thus, the
main research question of this work arises whether it is better
to use a backtracking line search or a restricted trust region.

To compare both globalization approaches for the adaption
problem to a target metric problem, we derive two specific-
purpose implementations of Newton’s method equipped with

backtracking line search (BLS) and restricted trust region
(RTR) [3], [4].

II. RESULTS

As a test example we consider the hexahedral domain Ω :=
[− 1

2 ,
1
2 ]3 equipped with the metric M given by

M = ∇ϕT · D · ∇ϕ,

where

ϕ(x, y) :=

(
x,

10y − cos(2πx)√
100 + 4π2

)
and where D is the three-dimensional boundary layer metric
with its axes aligned according to the Cartesian axes with a
stretching in the z-direction at the plane z = 0, that is,

D :=

 1 0 0
0 1 0
0 0 1/h(z)2

 .

The function h is given by

h(x) := hmin + γ|x|,

with hmin = 2 · 10−2 and γ = 2.

We have generated initial isotropic straight-sided tetra-
hedral meshes with the same resolution, 1577 nodes. The
meshes are of polynomial degree 1,2, and 4 and composed
by 7296, 912 and 114 elements respectively. Perspectives of
the mesh are shown in Figures 1(a), 1(b) and 1(c). They
are colored according to the point-wise quality measure. The
optimized meshes are presented in Figures 1(d), 1(e) and 1(f).
We observe that the elements away from the anisotropic region
are enlarged whereas the elements lying in the anisotropic
region are compressed. In the optimized mesh the minimum is
improved and the standard deviation of the element qualities
is reduced when compared with the initial configuration.

To optimize the objective function presented in [2] we have
applied, for each globalization strategy (BLS and RTR), the
standard and proposed inexact Newton optimization methods.
The optimization results are shown in Table I. We observe that,
for the proposed optimization methods, the total amount of
matrix vector products and the number of non-linear iterations
have been reduced. Furthermore, we observe that the optimiza-
tion results for the BLS and RTR strategy are comparable.



TABLE I. NON-LINEAR ITERATIONS, GLOBALIZATION ITERATIONS AND MATRIX-VECTOR PRODUCTS FOR STANDARD AND PROPOSED BACKTRACKING
LINE-SEARCH (BLS) AND RESTRICTED TRUST-REGION (RTR) STRATEGIES.

Globalization Mesh Non-linear iterations Globalization iterations Matrix-vector products
strategy degree Standard Proposed Standard Proposed Standard Proposed

BLS 1 52 32 83 50 5314 231
BLS 2 75 54 349 136 14043 572
BLS 4 91 84 445 163 16072 733
BLS 8 277 141 1211 319 18773 2424
RTR 1 251 35 0 72 22162 277
RTR 2 272 52 0 122 13061 471
RTR 4 305 80 0 157 15623 742
RTR 8 397 110 0 233 29872 1758

(a) (b) (c)

(d) (e) (f)

Fig. 1. Slices of tetrahedral meshes of polynomial degree 1, 2, and 4 in columns. Initial straight-sided isotropic meshes and optimized meshes from initial
meshes in rows. Meshes are colored according to the pointwise quality measure presented in [2].

III. CONCLUSIONS

For r-adaption problems, standard implementations of BLS
and RTR are not comparable while our new specific-purpose
implementations are. To propose these two new implementa-
tions of BLS and RTR, we propose different emulation meth-
ods to interchange between both approaches their non-shared
globalization features. Once the number of non-linear iterations
is comparable, we have been able to improve the inexact
Newton implementation, with both globalization methods, to
reduce one order of magnitude the total number of sparse
matrix-vector products.
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stretching and alignment aware quality measure for linear and curved
2d meshes,” in International Meshing Roundtable. Springer, 2018, pp.
37–55.

[3] J. Nocedal and S. Wright, Numerical optimization. Springer Science &
Business Media, 2006.

[4] J. P. Bulteau and J. P. Vial, “A restricted trust region algorithm
for unconstrained optimization,” Journal of Optimization Theory and
Applications, vol. 47, no. 4, pp. 413–435, Dec 1985. [Online]. Available:
https://doi.org/10.1007/BF00942189

Guillermo Aparicio-Estrems received his BSc de-
gree in Mathematics from Universitat Politècnica
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Abstract—We propose a simple tool to visualize 4D unstruc-
tured pentatopic meshes. The method slices unstructured 4D
pentatopic meshes (fields) with an arbitrary 3D hyperplane and
obtains a conformal 3D unstructured tetrahedral representation
of the mesh (field) slice ready to explore with standard 3D
visualization tools. The results show that the method is suitable
to visually explore 4D unstructured meshes. This capability has
facilitated devising our 4D bisection method, and thus, we think
it might be useful when devising new 4D meshing methods.
Furthermore, it allows visualizing 4D scalar fields, which is a
crucial feature for our space-time applications.

Keywords—Visualization, 4D mesh, pentatopic mesh
I. EXTENDED ABSTRACT

In the last years, there has been an emerging interest
to generate [1], [2], refine [3], [4], [5], [6], [7], [8], and
adapt [9] 4D meshes. In our case, the need to simulate
unsteady problems using full space-time (3D space + 1D time)
discretizations with unstructured methods prompts our interest.
We think that one key issue that is hampering to devise, check,
and illustrate new 4D meshing approaches is the lack of a
natural approach to visualize 4D meshes. We aim to provide a
preliminary solution to this issue, by providing a simple tool
to visualize 4D unstructured pentatopic meshes.

Our method is devised to exploit existent 3D visualization
software which provides mature user interfaces to interact in
real-time with 2D projections of the 3D meshes. To exploit
these interfaces, we propose to slice unstructured 4D pen-
tatopic meshes (fields) with an arbitrary 3D hyperplane and
obtain a conformal 3D unstructured tetrahedral representation
of the mesh (field) slice that is ready to be read with standard
3D visualization tools. Recently, a method to visualize 4D pen-
tatopic meshes has been outlined in [9]. The main difference
with our approach is that in [9], the resulting 3D visualization
mesh is composed of polyhedra instead of tetrahedra.

We devise the method as follows. First, given a 4D
unstructured pentatopic mesh and a hyperplane, we compute
element-by-element the intersection of the hyperplane with the
element edges. We only consider the intersections that lead
to a 4D point, and we ignore all the singular intersections
leading to either the null set or the full edge. Then, for the
current element, we check if the resulting set of selected points
generates a 3D polyhedron. If the points in the hyperplane
define a volume, we compute the coordinates of the 4D
points expressed in terms of a 3D orthonormal base of the
hyperplane. Then, we compute a Delaunay tetrahedralization
of the resulting 3D points. Finally, we store a link between
the intersection edge points and a unique edge identifier. If the
intersection points do not define a volume, we continue with
the following element. Using the link between the intersection
edge points and the unique edge identifiers, we can now

merge all the local Delaunay tetrahedralizations to obtain a 3D
conformal unstructured tetrahedral mesh, without duplicates of
the edge points, that represents the 3D slice of the 4D mesh.

II. RESULTS

We consider the gravitational potential of two masses,
defined by Equation (1), such that the positions of the masses
evolve in time.

V (~x, t) = −G
(

m1

‖~x− ~p1(t)‖
+

m2

‖~x− ~p2(t)‖

)
(1)

Initially, at time t = 0 the two masses are located at different
points of the z-axis. Then, the masses will move along the
z-axis with constant velocity and opposite direction until they
arrive at the same position at t = 1, see Equation (2).

~p1(t) = ~p1 + (0, 0, vt), ~p1 ∈ R3

~p2(t) = ~p2 − (0, 0, vt), ~p2 ∈ R3 (2)

Hence, the isosurface of the gravitational potential will evolve
from two connected components merging into a single com-
ponent. For a fixed isovalue the gravitational potential defines
an implicit 3D manifold embedded into a 4D space (3D
space + 1D time). We adapt a 4D pentatopic mesh [7] of a
hypercube to capture the 3D embedded manifold defined by
the isovalue V (~x, t) ≈ −10. Then, we obtain a 4D pentatopic
mesh composed of 16798112 pentatopes and 879778 nodes.
To select the elements to refine first, we compute the elements
that intersect the manifold. Then, from those elements, we
compute the manifold curvature of each one using the Hessian
of V (~x, t) and we select to refine the 10% of the elements with
higher curvature. Therefore, the obtained mesh will be refined
close to the isosurface and, in particular, where the curvature
is higher. The elements near to the isosurface will be smaller
than the far one, which will be coarser.

Figure 1 shows three slices at different times. Each time
slice is represented using a 3D mesh in the (z, x, y) space. The
figures on the left, Figures 1(a), 1(c) and 1(e), illustrate the
adapted mesh at times t = 0, t = 0.5 and t = 1 respectively.
In the right hand side, Figures 1(b), 1(d) and 1(f), illustrate the
adapted mesh with the associated isosurface at times t = 0,
t = 0.5 and t = 1 respectively. As we expected, the mesh is
more refined close to the isosurface and is coarser far from
it. We are showing three different slices in time, but since the
presented visualization is a post-process algorithm and we are
working with a single 4D pentatopic mesh, we can make as
many slices as we require. Figure 2 illustrates a slice with the
hyperplane x = 0.5. We obtain a 3D space-time configuration
in which vertical axis is the time axis. We can see the two
initial connected components at the bottom of the mesh, and
how they merge to a single connected component.



(a) (b)

(c) (d)

(e) (f)

Fig. 1. Different slices in time of an adapted 4D pentatopic mesh are
presented. Figures (a) and (b) corresponds to the time slice t = 0.0. Figures
(c) and (d) corresponds to the time slice t = 0.5. Finally, Figures (e) and (f)
corresponds to the time slice t = 1.0.

(a) (b)

Fig. 2. A slice of an adapted 4D pentatopic mesh with the hyperplane x = 0.5
is presented. We obtain the 3D space-time mesh (z, y, t), where we can see
the time evolution of the isosurface defined by the gravitational potential.

III. CONCLUSIONS

Our preliminary results show that our approach is suitable
to visually explore 4D unstructured meshes with the help of

3D visualization interactive packages This capability has facil-
itated developing, debugging, and checking our 4D bisection
method, and thus, we think it might be useful when devising
new 4D meshing methods. Furthermore, it allows visualizing
4D scalar fields, which is a crucial feature for our space-time
applications.
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Abstract—To provide straight-edged and curved piece-wise
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I. EXTENDED ABSTRACT
A. Introduction

In flow simulations for wind energy, transport of pollutants,
and bio-engineering the boundary of the computational domain
is usually represented by a straight-edged mesh obtained by
sampling real data. This straight-edged mesh approximates
the geometry, at different scales, corresponding to the viscous
surfaces to analyze such as topography, urban areas and human
organs. The mesh also presents a series of sharp features,
vertices, polylines bounded by vertices, that the method should
preserve, and that bound the smooth regions of the computa-
tional model.

The resolution to approximate the geometry could be
insufficient for the required flow analysis, and thus, additional
refinement of the boundary mesh would be required. However,
a standard refinement approach, when no target geometry is
available, could be inadequate for flow simulation in a twofold
way. First, the refined mesh might reproduce precisely the
geometry of the first straight-edged mesh and thus, introduce
artificial flow artifacts close to initially non-smooth features
that should be smooth. Second, the refined mesh might target
a smooth surface geometry, implicitly determined by the initial
straight-edged mesh, but without adequately respecting after
successive refinement the sharp features, curves, and vertices,
of the computational model. Ideally, vertices should remain
fixed, and polylines should target a smooth limit curve.

Solving these issues is essential for those flow analyses
that start from a mesh obtained by sampling real data where
the computational model presents smooth regions bounded
by sharp features. Even they can be useful in aeronautical
applications where only legacy data, in a format of vertices,
and polyline and surface meshes, is available. In some applica-
tions, practitioners might also need, a non-standard but flexible
sharp-to-smooth modeling capability, to remove some sharp

features ensuring that surrounding regions become smooth
along with the removed feature.

Intending to provide piece-wise linear meshes or curved
piece-wise polynomial meshes that target a unique smooth
geometry while preserving the sharp features of the model,
our contribution is to propose a new fast curving method
based on hierarchical subdivision and blending with sharp-
to-smooth modeling capabilities. Our approach only needs an
initial straight-edged mesh with boundary triangles marked
with surface identifiers, and a list of features to recast. There
is no need for underlying target geometry. The goal of the
method is to obtain a volume mesh of the flow domain that
under successive refinement leads to smooth regions bounded
by the sharp features determined after recasting. The recasting
operation is devised to implement a sharp-to-smooth modeling
capability. We favored a fast and explicit curving method,
based on subdivision and blending, to an implicit approach
formulation that features validity guarantees or untangling
capabilities, based on boundary curving and optimization, but
slower and more memory demanding. This favoring is so since
the appearance of invalid elements is small compared with
the scale of the generated meshes, and fast local untangling
can repair those invalid elements. This work details our mesh
curving methodology and illustrates its application with the
included numerical examples.

B. Example

The curved high-order mesh generation procedure proposed
in this work is composed of four main steps:

1) Sharp-to-smooth modeling. We recast some of the
feature entities present in the original model, and thus
provide a new model improving the smoothness of the
surrogate geometry. Each feature vertex (node of the
mesh), curve (set of edges of the mesh) and surface
(set of triangles of the mesh) is associated with a
unique identifier. Therefore, to recast a feature, it
is enough to know its identifier. The initial model,
Fig. 1(a), contains some vertex and curve features,
such as the leading edge or the curve along the
fuselage, that have been recast in the final model,
Fig. 1(b), to obtain a smoother virtual surface.
We highlight that the presence of a non-desired
geometry feature has an impact on the smoothness
of the generated mesh. We illustrate the continuity
of the normal vectors using a zebra mapping. For
the initial model, the normals are discontinuous, see
Fig. 1(c), and therefore, the mesh is C0-continuous;



(a) (b)

(c) (d)

Fig. 1: (a) Marks on boundary entities of the initial model:
curve and vertex features. (b) Marks of the final model: curve
and vertex features recast (gray) and preserved (black). Zebra
mapping showing isophotes along the leading edge for the (c)
initial model, and (d) the final model.

while in the final model the normals are continuous,
see Fig. 1(d), so the mesh is C1-continuous.

2) Approximate a surrogate boundary. Given a lin-
ear tetrahedral mesh, we extract its boundary. The
boundary is a linear triangular mesh with its entities
marked, and by means of the hierarchical subdivision
of its elements we generate a curved high-order
triangular surface mesh. The curved surface mesh ap-
proximates a surrogate boundary composed of feature
surfaces with an interior that is C1-continuous and
C2-continuous almost everywhere [1], [2].
This surrogate is determined by the subdivision of the
curves and surfaces, and preserves the sharp features
and smooth regions marked on the boundary of the
initial volume mesh.

3) Accommodate the curvature of the boundary. We
accommodate the curvature of the curved surface
mesh to the boundary volume elements using an
explicit hierarchical blending [3]. In this example,
the blending reduces from 358 to 24 the number of
invalid elements, that is, in 237 seconds a 93% of the
invalid elements have been untangled.

4) Local untangling. If necessary, we optimize the
inverted elements locally following the approach de-
tailed in [4]. Since the mesh after the previous step
is close to be optimal, it is a good initial condition
for the implicit optimization and in 60 seconds the
mesh becomes valid achieving a minimum quality of
0.7. The final quartic mesh is shown in Fig. 2.

C. Conclusion

The obtained results show that we can generate, from
an initial straight-edged mesh, successively refined piece-
wise linear, quadratic and quartic meshes, that target smooth
curves and surfaces, while preserving the initially marked
sharp features and smooth regions. The interior of the obtained
limit curves is of class C2, and the interior of the surfaces is
at least C1-continuous, being of class C2 when the surface
mesh is structured. For manifolds with boundaries, only a
straight-edged mesh with boundary triangles marked with

Fig. 2: Generated valid curved tetrahedral mesh of polynomial
degree p = 4 composed of 1.8·107 nodes and 1.7·106 elements.

surface identifiers is required. Then, the method automatically
computes the boundary curves and vertices from the triangle
marks. A unique sharp-to-smooth modeling capability - not
fully available in standard CAD packages - allows removing
sharp features, i.e. vertices and curves, and smoothly merge
the incident entities, i.e. curves and surfaces. The resulting
surrogate geometry features C1-continuity along the merging
region. The proportion of invalid elements is small compared
to the size of the meshes, and thus, we showed that it can be
fixed using local untangling and curving without the need for
a global solver.
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I. EXTENDED ABSTRACT

A. Introduction

Computing performance needs in domains such as auto-
motive, avionics, railway, and space are on the rise. This
is fueled by the trend towards implementing an increasing
number of product functionalities in software that ends up
managing huge amounts of data and implementing complex
artificial-intelligence functionalities [1], [2].

Manycores are able to satisfy, in a cost-efficient manner, the
computing needs of embedded real-time industry [3], [4]. In
this line, building as much as possible on manycore solutions
deployed in the high-performance (mainstream) market [5],
[6], contributes to further reduce costs and increase availability.
However, commercial off the shelf (COTS) manycores bring
several challenges for their adoption in the critical embedded
market. One of those is deriving timing bounds to tasks’
execution times as part of the overall timing validation and
verification processes [7]. In particular, the network-on-chip
(NoC) has been shown to be the main resource in which
contention arises, and hence hampers deriving tight bounds
to the timing of tasks [8].

For widely-used wormhole NoCs (wNoCs) [6], [5], several
proposals show how to compute latency upperbounds to the
different flows communicating on the manycore [9], [10] under
some restrictions, e.g. deterministic routing. Unfortunately,
WCET estimates computed with wNoCs are generally pes-
simistic when – as required to achieve composable estimates –
no restrictions are imposed on when and where interference oc-
curs in the wNoC. Interestingly, wNoCs offer several software-
controllable parameters that allow to optimize (reduce) the
worst-case contention delay (WCD) that packets crossing
can suffer. These include mapping, routing, and allocation
of weights (referred to as walloc) to arbitration policies in
each router. NoC contention optimization solutions have been
proposed for mapping [11], [12] and combining routing and
mapping [13], [14]. Additionally, optimal allocation of weights
to achieve fair bandwidth balancing have been also proposed
for TDMA [15] and wNoCs [16]. In general, those solutions
do not tackle all parameters at once, which leads to globally
suboptimal solutions.

Overall, reducing the WCD in NoCs is indeed a multidi-
mensional problem and, to make things worse, strong depen-
dencies exist between the different parameters. For instance,

the impact of routing in WCD is heavily affected by the
mapping of tasks to cores.

Despite the inter-dependences among these parameters, to
our knowledge, no previous work proposes an integral solution
to the problem of WCD reduction simultaneously optimizing
mapping, routing and walloc.

B. Contribution

In this study, we cover this gap by proposing a wNoC ILP-
and stochastic-based optimization framework that minimizes
WCD estimates (and hence WCET estimates) of applications
running in the wNoC-connected manycores.

(a) 2D Mesh router coordinates (b) Unfair round-robin bandwidth al-
location under wormhole switching

Fig. 1: Mesh manycore system and how mapping, routing and
bandwidth allocation parameters have impact in the WCD

We focus the target of this study in systems build with 2D
mesh NoC topologies like the ones showed in Figure 1, even
though the same analysis can be done to other topologies. In
Figure1(a), we show a block diagram of a 2D mesh multicore
system where each node coordinate represents a router that
has attached a processor and/or a memory element and it is
connected to the other routers forming a mesh topology.

Our target is to create a framework that given some tasks
that are going to run on the top of a mesh multicore system,
it optimizes the mapping, routing and bandwidth allocation
configuration of the mesh all at the same time so as to reduce
the WCET estimates of these tasks. One of the possible NoC
configuration outputs after running the optimizing framework
is shown in Figure 1(b). In this figure, we show a feasible
NoC solution for the three main NoC parameters object
of these study: mapping assigned as first come first serve
(FCFS), XY routing algorithm and round-robin bandwidth
arbitration).



In this study:

1) We analyze the main wNoC parameters that cause
variability in WCD (mapping, routing, and walloc)
separately and how they relate to each other. We
propose a particular WCD-centric abstraction to ad-
dress the main sources of jitter in a wNoC, namely:
placement of tasks (threads) to cores, routing, and
weighted bandwidth allocation (walloc).

2) We show that reducing WCD is a multidimensional
problem that we decompose into a stochastic-based
optimization and an ILP formulation. The former
covers the optimization of the routing, whereas the
latter optimizes mapping and walloc.

3) We compare the effectiveness of the ILP method with
respect to hand-made setups and other approaches
that optimize a subset of the parameters. Our results
confirm that our multidimensional optimization ap-
proach achieves performance guarantees that outper-
form the other ones evaluated. We also show that
optimizing virtual-channel (VC) allocation provides
a subset of the configurations obtained with walloc,
so that optimizing walloc makes VC not to provide
any additional advantage.

We focus on high-performance wormhole NoCs in which
time-predictability is achieved by leveraging an optimal con-
figuration of parameters. This includes features like arbitration
and routing already configurable from software in existing real
wNoC designs. Weight allocation, while to our knowledge
it has not been implemented in commercial NoCs yet, it is
widely used in high-performance routers for off-chip wormhole
networks [17]. Given that the implementation cost of weighted
arbitration is quite low [16], they can be included with low cost
in high-performance on-chip designs. Moreover, modifications
required to implement weighted arbitration are local in contrast
to hardware proposals that require global changes like, new
signals among routers and nodes, different flow-control, global
clocks or the like.
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I. EXTENDED ABSTRACT

In the last decade, the market for Critical Real-Time
Embedded Systems (CRTES) has increased significantly. Ac-
cording to Global Markets Insight [1], the embedded systems
market will reach a total size of US $258 billion in 2023
at an average annual growth rate of 5.6%. Their extensive
use in domains such as automotive, aerospace and avionics
industry demands ever increasing performance requirements
[2]. To satisfy those requirements the CRTES industry has
implemented more complex processors, a higher number of
memory modules, and accelerators units. Thus the demanding
performance requirements have led to a merge of CRTES with
High Performance systems. All of these industries work within
the framework of CRTES, which puts several restrictions in
their design and implementation. Real Time systems require
to deliver a response to an event in a restricted time frame
or deadline. Real-time systems where missing a deadline
provokes a total system failure (hard real-time systems) need
satisfy certain guidelines and standards to show that they
comply with test for functional and timing behaviour. These
standards change depending on the industry, for instance the
automotive industry follows ISO 26262 [3] and the aerospace
industry follows DO-178C [4]. Researches have developed
techniques to analyse the timing correctness in a CRTES.
Here, we will expose how they perform on the estimation
of the Worst-Case Execution Time (WCET). The WCET is
the maximum time that a particular software takes to execute.
Estimating its value is crucial from a timing analysis point of
view. However there is still not a generalised precise and safe
method to produce estimates of WCET [5]. In the CRTES
the estimations of the WCET cannot be lower than the true
WCET, as they are deemed unsafe; but they cannot exceed it
by a significant margin, as they will be deemed pessimistic
and impractical.

There are two main frameworks for Timing Analysis. On
the one hand there is Static Timing Analysis, which aims
at developing an analytical model of the hardware in order
to compute the timing of a program. The complexity of the
hardware nowadays has increased and Real-Time systems in
these days have operating manuals of the order of thousands of
pages. If one assumes that they contain complete trustworthy
information, it is still a herculean task. On the other hand
researches have resorted to a measurement-based approach,
called Measurement Based Timing Analysis (MBTA). Here,

the timing analysis is deduced from traces of the execution
time. The WCET is deduced from the empirical distribution
of the data. In fact the commonly used reference value to
obtain is the probabilistic WCET (pWCET). In probabilistic
analysis one wants to obtain the probability of exceeding a
certain value, and the tool to obtain it lies in Extreme Value
Theory [6]. Thus, the pWCET is not a single value like the
WCET. Instead it is a distribution function that computes the
probability of exceeding high quantiles. This encapsulates the
essence of Measurement Based Probabilistic Timing Analysis
(MBPTA) [7], [8], [9]. It separates from MBTA in that the
empirical distribution of the execution time of multiple exper-
iments, is used to compute a probabilistic WCET (pWCET).
This methodology has received the support to be compliant
with the safety standards. The aim here is not to estimate the
exact WCET, but to compute a distribution that estimates the
high quantiles of the empirical distribution of the experiments.
All techniques, including the static one need to satisfy two
properties. First and foremost, the estimated WCET cannot be
lower than the true WCET. Hard real-time systems are design
to meet the deadline, otherwise a failure of the system occurs.
It is not safe to obtain an optimistic estimation of the maximum
delay possible as it leads to potentially dangerous situations.
Secondly, the estimated WCET cannot be too far from the true
WCET. Determining a resource budget for the software is s big
part of critical systems, otherwise it could lead to inefficient
and expensive systems.

Extreme Value Theory (EVT) has been the theoretical
framework to work with MBPTA and specifically in estimating
pWCET. EVT deals with the extreme deviations of the data
and provides with tools to contextualize and estimate their
behaviour. The tail, the extreme ends of the distribution are
characterised based on the value of the extreme value index
(evi). Tails lighter than exponential ones (so with evi < 0)
can deliver tighter bounds, as discussed in [10]. Yet, in the
context of EVT, either GEV or GPD, distributions with evi < 0
have a compact support, i.e. they have an absolute maximum
value that cannot be exceeded. Hence, light tails in the case
of EVT have an intrinsic risk of delivering optimistic tail
distributions. As we did in our work in [11], we overcame
the limitation of the data and delivering a practical solution to
obtain pWCET estimates tighter than those of exponential tails
while preserving reliability. We did so by complementing EVT
with survivability analysis as the theoretical ground for our
hypothesis. One of the traits of CRTES is that programs need
to finish. They have a maximum budget for time that cannot
be exceeded for energy and safety reasons. This translated



Fig. 2: Whole data of n = 107 of railway case study data with
different pWCET fittings

Fig. 1: Sample of n = 1000 of railway case study data with
different pWCET fittings

into probability language means that as the time passes when
a program is executing, the probability for it to finish gets
smaller. Now naturally, these kinds of probability distributions
are under the label of light tails, but as we mentioned they de-
liver optimistic tail distributions. In risk analysis, there is also
a property that describes the CRTES program behaviour, and
that is Increasing Hazard Rate (IHR). We worked searching
by an alternative solution to light tails within the risk analysis
domain, and drew en equivalence between IHR and non-heavy
tails. From there we derived the next theorem. In order to use
IHR distributions for pWCET estimation, we build upon the
following theorem proven in [12] and [13]: Theorem. Given
a non-negative random variable X , with f and F the pdf
and cdf, respectively (where H(x) = − log(1− F (x)), x ∈
support(X)),

log(f) concave⇒ X IHR⇔ H convex (1)

From here, we found that a function that satisfies all these
properties is the tailW. The tailW law is constructed using the
excess probability function. Thus, the cdf is F (x, α, β, ν) =
1 − exp

(
−α(x+ ν)β + ανβ

)
for x ≥ 0, α > 0, β ≥ 0 and

ν > 0. Now we can see in Figure 1 we see the complementary
cumulative distribution function of the execution times of a
program, which represents the probability of having another
value bigger than a given execution time. We see how the
tailW performs better than the exponential function for a small

sample of n = 1000, and slightly worse than the gpd with
light tails. This sample was drawn from a bigger railway case
study data of n = 107. Now, if we take the models with the
parameters resulting from fitting the sample of n = 1000, and
use them to predict the whole data, we will see how tailW
performs against the others. In Figure 2 we see how tailW is
close to the real values of the distribution, while not being
overly pessimistic as the exponential function, but also not
optimistic and falling behind the data as the gpd with light
tails.
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∗Barcelona Supercomputing Center, Barcelona, Spain
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I. EXTENDED ABSTRACT

OpenMP being the standard to use in shared memory
parallel programming, it offers the possibility to parallelize
sequential program with accelerators by using target directive.
However, CUDA Graph as a new, efficient feature is not
supported yet. In this work, we present an automatic trans-
formation of OpenMP TDG to CUDA Graph, increasing the
programmability of the latter.

A. Introduction

With the ever growing number of cores on modern CPUs,
applications are more likely to be designed to have high
scalability, i.e. to have better utilization of the computation
power. This is true in Safety-Critical Embedded System (such
as ADAS, Advanced Driver Assistance System), High Perfor-
mance Computing domain and many other computer related
areas.

However, efficiently parallelizing an application could be
challenging, since there are different existing thread APIs
in different programming languages (e.g. Java thread), or
in different standards, as pthread for POSIX. In order to
render this process easier, Parallel Programming Models have
been introduced. Among them, OpenMP is considered as
the standard model in shared-memory platform, it has been
widely used in the past decades thanks to its performance and
programmability. Besides, CUDA as the standard pragram-
ming model to use if we aim to fully exploit Nvidia cards’
performance, although it has a steep learning curve if one is
not familiar with thread/block/grid concept of it.

Interestingly, Nvidia introduced a novel task execution
model named CUDA Graph [1], which has numerous similar-
ities with Task Dependency Graph (TDG) used in OpenMP,
e.g., this feature allows user to define an execution graph once,
and reuse it multiple times in the future, the same execution
pattern is under consideration to add into the next OpenMP
specification. Consequently, having CUDA Graph supported
in OpenMP could be used for the next OpenMP specification
implementation, and also for increasing the programmability
of CUDA Graph. Thus, we hereby present our research aiming
to automatically transform from OpenMP tasking program to
a CUDA Graph application.

B. Transforming OpenMP to CUDA Graph

OpenMP 4.0 has defined target directive, which allows
users to offload the associated task to an accelerator device
(e.g. a GPU). However, it does not support CUDA Graph. In
order to deploy CUDA Graph in OpenMP, we proceed as the
following:

• build a Task Dependency Graph (TDG) from the source
OpenMP code

• use this TDG to build CUDA Graph
The first step is accomplished in a previous work by Royuela

S. [2], where the author builds the TDG at compile time
(referred as static TDG) with a source-to-source compiler:
Mercurium[3]. This process requires the knowledge of all task
related information at compile time, such as data to consume
by tasks, number of loop iterations, etc. to generate the TDG.
Although the framework slows down the compilation phase
of the application, it parses all task constructs and their
corresponding depend clauses to generate intermediate files,
containing execution order information of the OpenMP pro-
gram. Based on this work, we will see that an implementation
of CUDA Graph in OpenMP is possible.

Generating CUDA graph from the intermediate files is done
with CUDA Graph API. Host function nodes are created
and inserted into the graph through cudaGraphAddHostNode
function call, while cudaGraphAddKernelNode is used for
kernel function node. Dependencies among tasks are managed
via arrays of CudaGraphNode t. Finally, the CUDA Graph,
mapped from static TDG, is actually instantiated by calling
cudaGraphInstantiate, and the function cudaGraphLaunch is
used to launch the executable graph on a specified stream.

Currently, the automatic transformation of OpenMP task
program to CUDA Graph has been tested over different
benchmarks that have numerous iterations. This is done be-
cause CUDA Graph was initially introduced to reduce the
host-device communications overhead, the performance gain
is supposed to be greater when the number of iterations
increases. Secondly, cases where applications run repeatedly
before ended by the user are omnipresent, especially in real-
time systems. Hence, such comparison is valuable and mean-
ingful. In figure. 1, we show the evolution of Cholesky de-
composition execution time based on the number of iterations,
over a matrix of 4000 x 4000 elements (decomposed to 1540



tasks, or cudaGraphNode t). The execution time of Cholesky
decomposition using CUDA Graph is roughly 10 times shorter
than the original OpenMP program, either for 1 iteration or
repetitive execution, as shown in the chart.

In addition, manually writing this example with CUDA
Graph is nearly impossible: every task node operates on
different data block, and needs almost 10 lines to create the
node, set up the correct argument, etc., resulting to a program
having more than 15 000 lines. However, such example only
had 25 additional lines in our OpenMP program.

Fig. 1. Execution time evolution of Cholesky decomposition w.r.t the number
of iterations

C. Further discussion

As mentioned in section I-A, next OpenMP specification
is about to include reusable task graph. The transforming
of OpenMP TDG to CUDA Graph fulfills such execution
paradigm with the use of GPU accelerator. Regarding homo-
geneous programming, one implementation of such execution
pattern could be: i) if all task information are known at

compile time, generate the static TDG, ii) storage of the
graph in memory, and execute it as many times as necessary.
Based on our current work, this implementation should be
straightforward, and it is in progress.

D. Conclusion

We have presented our current research work based on
the concept of static TDG in OpenMP. Regarding the use of
CUDA Graph, we drastically increased its programmability
and the performance results satisfied our expectations. In
addition, we discussed about how this implementation could be
used in the reusable task graph of next OpenMP specification.
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†Universitat Politècnica de Catalunya, Barcelona, Spain

E-mail: {hatem.elshazly, rosa.m.badia}@bsc.es

Index Terms—Hybrid Programming Models, MPI, Task-based
Parallel Programming Models, Performance, Productivity, High
Performance Computing

I. EXTENDED ABSTRACT

While MPI [1] + X (where X is another parallel program-
ming model) has been proposed and used by the community,
we propose a hybrid programming model that combines task-
based model + MPI. Task-based workflows offer the necessary
abstraction to simplify the application development for large
scale execution, and supporting tasks that launch MPI execu-
tions enables to exploit the performance capabilities of many-
core systems. Hence, application programmers can get the
maximum performance out of the underlying systems without
compromising the programmability of the application.

We present an extension to PyCOMPSs framework [2],
a task-based parallel programming model for the execution
of Python applications. Throughout this paper, we name the
tasks that natively execute MPI code as Native MPI Tasks,
as opposed to tasks that call external MPI binaries. Having
Native MPI tasks as part of the programming model means
that in the same source file users can have two types of task:
tasks that execute MPI code and other tasks that execute non-
MPI code. PyCOMPSs organizes the tasks in Directed Acyclic
Graph (DAG) and manages their scheduling and execution,
hence users can focus only on the logic of the task.

A. Native MPI in PyCOMPSs

Tasks are defined in PyCOMPSs by annotating application’s
method with Python decorators. Through the @task annota-
tion, developers indicate that a function in the code becomes
a task. Following the same approach, a method is declared as
Native MPI task by means of the @mpi decorator. The number
of MPI processes per Native MPI task can be specified using
@constraints decorator as shown in the sample code snippet
in Figure 1.

PyCOMPSs runtime will manage the input and output data
of Native MPI tasks like any non-MPI task in a completely
transparent manner to the user. The runtime will ensure that
all the processes in the MPI environment have access to all
the input data of the task. The return output of a Native MPI
task – if any – is a list containing the output of all the MPI
processes invoked for the task.

@constraints(computingUnits=4)
@mpi(runner=’mpirun’, computingNodes=1)
@task(returns=int)
def return ranks(random num):

from mpi4py import MPI
rank = MPI.COMM WORLD.rank
return rank*random num

Fig. 1. Simple Native MPI task in PyCOMPSs. return ranks task will be
executed by 4 MPI processes as specified in computingUnits on 1 node. It
returns a list of each MPI rank multiplied by the random num input value.

Similar to non-MPI PyCOMPSs tasks, the execution de-
tails of Native MPI tasks are completely abstracted from
the runtime; the MPI environment is encapsulated within
the Native MPI task that launched it. Thus, one workflow
can have multiple Native MPI tasks, each with different
configuration parameters (i.e., number of computing nodes and
MPI processes) and combine them with other tasks in the task
execution graph.

PyCOMPSs runtime launches special Python worker pro-
cesses for Native MPI tasks at the time of the task execution to
launch the MPI environment and manage the task execution. If
two Native MPI tasks are scheduled for execution at the same
time, the runtime launches an exclusive MPI worker for each
of them. Hence, each of the tasks will have its own isolated
execution environment.

B. Evaluation

In this section, we evaluate performance benefits and trade-
offs of using Native MPI tasks in PyCOMPSs. Experiments
were conducted on the MareNostrum4 supercomputer; which
includes a set of high-memory computing nodes with 48
cores and 370 GB of memory each. Each experiment was
run multiple times: using sequential implementation of the
targeted tasks and a parallel implementation with an increasing
number of MPI processes (2, 4 and 8). In all experiments, the
sequential implementation of the task is used as the baseline.

For the purpose of this evaluation, we developed an appli-
cation that calculates the term frequency (TF-IDF) of a web
archive file. We used an input web archive file of a total size of
186 Gbytes. The application consists of a reading task which
reads a record from the file and a compute task that calculates
TF-IDF. The total number of tasks for this application is 1440
tasks; 720 read tasks and 720 corresponding compute tasks.



Figure 2 shows the performance results of the application.
As shown in Figure 2(a) the average time per compute task
decreases while increasing the number of MPI processes per
compute task. Using 8 MPI processes per compute task, we
obtained up to 7x speedup in the average time per compute
task. In addition to that, as shown in Figure 2(b), the perfor-
mance improvement per compute task is reflected as up to 3x
speedup improvement in the total execution time.

(a) Average Time Per Compute Task

(b) Total Execution Time

Fig. 2. Performance Results for Web Archive Analysis Application

To further understand the performance and behaviour of
Native Python MPI tasks in PyCOMPSs, several experiments
were conducted on the Web Archive Analysis. Each experi-
ment was launched multiple times with a sequential implemen-
tation task and then a parallel Native MPI task implementation
with different numbers of MPI processes (2, 4, 8, 16 and 48)
on different number of nodes (4, 8 and 12).

As shown in Figure 3, as the number of nodes increases,
task parallelism increases so the total execution time of both
applications improves. For a specific number of nodes, total
execution time decreases until it reaches a point after which it
starts to increase as the number of MPI processes per Native
MPI task increases. This point is 8 MPI processes for 4, 8
nodes and 16 MPI processes for 12 nodes. This is because
Native Python MPI tasks use the @constraint decorator of
PyCOMPSs to specify the number of MPI processes per task.
Increasing the number of MPI processes per task (i.e. increas-
ing task constraints) decreases task parallelism. This effect is
mitigated as the number of resources increases because there
are enough resources to maintain the same level or allow for
more task parallelism. This can be noted in Figure I-B where
for 4 and 8 nodes the total execution time degrades at 8 MPI
processes but when the number of nodes is increased to 12,
this point shifts to 16 MPI processes.

Fig. 3. Scalability Results

C. Conclusion

Enabling the execution of MPI code natively in PyCOMPSs
tasks offers great benefits in terms of both programmability
and performance for Python applications. However, a tradeoff
arises between MPI parallelism per task and task parallelism
that may negatively affect the total time of the application. As
future work, we plan to improve the scheduling of tasks to
better utilize the underlying infrastructure.
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I. EXTENDED ABSTRACT

The ocean is known to act as an atmospheric carbon
dioxide (CO2) sink. About a quarter of the CO2 emitted to the
atmosphere since the industrial revolution, has been captured
by the ocean [1]. The capacity of the ocean to capture CO2

highly depends on ocean productivity which relies upon bio-
available iron (Fe) for photosynthesis, respiration and nitrogen
fixation [2]. Fe is in fact considered to be the limiting nutrient
in some remote regions of the ocean known as high-nutrient
low-chlorophyll (HNLC) [3]. Understanding and constraining
the bio-available iron supply to the ocean is thus fundamental
to be able to project future climate.

Fe supply reaches the oceans mainly from rivers as sus-
pended sediment. However, fluvial and glacial particulate Fe is
restricted to near-coastal areas. Therefore, the dominant input
of iron to open ocean surface is the deposition of atmospheric
mineral dust emitted from arid and semiarid areas of the
world. Another contributor to atmospheric Fe supply that is
not always accounted for in models, is combustion, which main
sources are anthropogenic combustion and biomass burning.

Just a fraction of the deposited Fe over ocean can be used
by marine biota as nutrient (bio-available). The assumption
that soluble Fe can be considered as bio-available will be
used here [4]. Freshly emitted Fe-dust is known to be mainly
insoluble. Observations, modelling and laboratory studies sug-
gest that the solubility of Fe-dust increases downwind of the
sources due to different processes [5] [6]. On the other hand,
although the total burden of emitted combustion Fe is known
to be smaller than Fe-dust, combustion Fe at emission may be
more soluble [7].

The dust Fe content, speciation and ability to dissolve
depends upon mineralogy. Earth System Models (ESMs) typi-
cally assume that dust aerosols have a globally uniform compo-
sition, neglecting the known local and regional variations in the
mineralogical composition of the sources. In fact, dust aerosols
are a mixture of different minerals, whose relative abundances,
particle size distribution (PSD), shape, surface topography and
mixing state influence their effect upon climate.

In this work we aim to improve our understanding of the
atmospheric delivery of bio-available Fe to the ocean by imple-
menting and constraining Fe emissions and a Fe solubilization
atmospheric mechanism in a state-of-the art ESM, EC-Earth.
EC-Earth is collaboratively developed by European research

Fig. 1. Illite in clay fraction [%] in Claquin mineralogical dataset.

centers from 10 different countries including the Barcelona
Supercomputing Center (BSC) [8]. All our developments will
be implemented in the atmospheric chemistry module of EC-
Earth: the Tracer Model 5 (TM5) [9].

A. Iron emissions

Relying on the hypothesis that both dust and combustion
aerosols are the major sources of bio-available Fe deposited
over open ocean surface, emissions coming from those sources
need to be properly assessed in the model.

1) Fe-dust emissions: We will implement a soil mineralog-
ical dataset (see Figure 1) [10] [11] and improve and apply an
extended version of brittle fragmentation theory (BFT) [12]
to represent the emitted PSD of each mineral in each grid cell
of the model. Dust Fe content will be then calculated based on
standard chemical formulas for each mineral [13] (Nickovic
et al. (2013))

2) Fe-combustion emissions: Current emission inventories
applicable to present and future time periods do not provide
explicitly iron species. A common assumption is used here in
which iron emissions are estimated based on other combustion
species as black carbon (BC) or organic carbon (OC).

In this work scaling factors, which are based on experimen-
tal data [14], of total Fe emissions to those of BC (Fe:BC) and
OC (Fe:OC) for each of the emission sectors in the IPCC-AR5
inventory [15] are used.

B. Atmospheric processing of Fe

TM5 simulates aqueous-phase chemistry in aerosol water
and cloud droplets as described in [16]. The atmospheric



Fig. 2. Combustion Fe emissions [(TgFe)/yr] for the year 2005 for one
of our simulations.

processing mechanism of iron is treated as a kinetic process ac-
counting for 1) a proton-promoted and 2) an oxalate-promoted.

For the proton-promoted mechanism, the dissolution rate of
minerals in aerosol and cloud water is calculated by applying
an empirical parameterization [17], taking the saturation degree
of the solution, the type of mineral as well as the reactivity
of Fe species and the ambient temperature into account. The
ligand-promoted dissolution scheme follows what has been
experimentally proposed by other studies [18] and directly
depends on oxalate concentration.

C. Planned work and expected outcome

Time-slice experiments for the present-day and future
climate scenarios will be carried out. Our goal is to under-
stand and compare the responses and regional variations of
soluble Fe deposition under different periods, with different
anthropogenic emissions, and quantify the contribution of the
different sources to the soluble Fe deposition.

Present-day simulations will be evaluated with available
compilations of total Fe deposition and concentration mea-
surements.

This study will allow to do fully coupled simulations that
account for the effect of bioavailable Fe variations upon the
carbon and nitrogen cycles (currently ESM base the determina-
tion of the soluble Fe deposited over ocean on climatological
information). The implementation of a explicit mineralogy for
dust in EC-Earth will also allow a more detailed exploration
of other effects of dust on climate.
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EXTENDED ABSTRACT 

A. Introduction 

Atmospheric mineral dust consists of tiny mineral particles 

that are produced by the wind erosion of arid and semi-arid 

surfaces of the Earth, and it is one of the most important 

aerosols in terms of mass in the global atmosphere [1]. 

The physical and chemical properties of dust, that is, its 

particle size distribution (PSD), mineralogical composition, 

shape and mixing state determine its impact on the Earth’s 

system. Dust mineralogy in particular has been identified by 

the Intergovernmental Panel on Climate Change (IPCC) as a 

key uncertainty in the overall contribution of aerosols to 

radiative forcing [2] and many studies over recent years have 

shown its potential importance [3,4]. 

Despite this, Earth System models typically assume dust 

aerosols to have a globally uniform composition, neglecting 

the known local and regional variations in the mineralogical 

composition of the sources [5,6] and therefore, preventing 

further understanding of the role of dust in the Earth system. 

However, this simplification is justified by the current 

incomplete understanding of the physical processes at 

emission, the lack of coincident measurements of individual 

mineral PSDs for emitted dust and the parent soil, the 

fundamental disagreements among existing dust emission 

schemes on multiple aspects, the limited global knowledge of 

soil mineral content and the insufficient knowledge of the 

mixing state of the minerals.  

The ERC Consolidator Grant called FRAGMENT 

(FRontiers in dust minerAloGical coMposition and its Effects 

upoN climaTe) aims to address these limitations and to better 

understand and constrain the global mineralogical 

composition of dust along with its effects upon climate. This 

ambitious and multidisciplinary project combines theory, field 

measurements, laboratory analyses, remote spectroscopy and 

modelling. 

B. Objectives 

As part of FRAGMENT, my research aims to improve our 

fundamental and quantitative understanding of the emitted 

dust PSD and mineralogy along with their relationship to the 

parent soil properties by fulfilling the following specific 

objectives: 

 

 Study the size-resolved dust fluxes under different 

meteorological and soil conditions and its relationship with 

the emission mechanism. 

 Overcome our limited understanding of the size-resolved 

mineralogy of the emitted dust. 

 

Given the incomplete understanding of the physical 

processes  and  the  paucity  and  incompleteness  of  available  
 

 

 

measurements, new experimental data are required in order to 

answer these key scientific questions, and to test, evaluate and 

extend currently available theories and models. 

C. Methodology 

The FRAGMENT team is performing an unprecedented set 

of coordinated field campaigns in Morocco, California and 

Iceland. These regions meet several key criteria including 

accessibility, variety of soil types, textures and landforms, 

local/regional collaborators that help with the logistics of the 

campaigns. This combination of measurement locations and 

conditions will allow FRAGMENT to tackle the 

aforementioned and other key research objectives. 

The first field campaign took place in September 2019 at 

“El Bour”, a dry lake located at the edge of the Sahara, 

approximately 15 km west of M'Hamid El Ghizlane in 

Morocco and 30 km north of the Moroccan-Algerian border. 

Fig. 1 shows some photos of our experimental set up, which 

includes a wide variety of instruments to perform a detailed 

characterization of the soil, dust emission and meteorology. 

These instruments include, e.g., low volume samplers, cascade 

impactors, passive aeolian sediment traps, saltation sensors, 

aerosol spectrometers, water content reflectometers, a fully 

equipped meteorological tower, a radiometer, an aethalometer 

and a polar nephelometer. Results presented here focus mainly 

on the time variation of the particle size distribution, in terms 

of mass concentrations, and its relationship with 

meteorological variables. 
 

 
 

Fig. 1  Photos of the experimental setup at “El Bour” (Morocco) in September 

2019 and small insert showing a map with the measurement site. 

D. Preliminary results of the field campaign in Morocco 

A large number of dust events of varying intensity were 

recorded during this one-month measurement period (Fig. 2). 

The average maximum air temperature at 2 m height during 

the field campaign was very close to 40ºC and the minimum 

above 20ºC. In addition, the average daily maximum 2 m 



wind speed was around 12 m/s and peak wind gusts reached 

21.68 m/s.  

A few moist convective storms occurred during our period 

of measurements. After a moist-convective storm on 6
th

 

September 2019, results of which we present in the following, 

the surrounding of our site was flooded to large degree. 

Fig. 2 shows an example of data collected on 6
th

 September 

2019 by an aerosol spectrometer (Fidas) and a wind sensor 

placed at 2 m height. The top panel depicts the temporal 

evolution of the two-minute average Particulate Matter (PM) 

levels along with their respective ratios (multiplied by a factor 

of 1000), while wind speed is represented at the bottom. As 

can be observed, from 8 to 12 UTC, average wind speeds 

varied around 7.5 m/s, and PM values exhibited several 

consecutive peaks, the highest one reaching the following 

values: 5517.09 µg/m
3
 of PM total (Particulate Matter 27.38 

µm or less in diameter), 3493.72 µg/m
3
 of PM10, 1639.57 

µg/m
3
 of PM4, 795.51 µg/m

3
 of PM2.5 and 118.22 µg/m

3
 of 

PM1. If we zoom in this temporal interval, we can first 

identify very similar patterns between the peaks of wind and 

PM levels, and second, we observe that the ratios of PM 

values remain almost constant. The latter gives an idea of the 

evolution of particle size distribution, which in this case seems 

not to be much affected by dust emission. From 12UTC 

onward, both PM levels and wind speed gradually decrease 

until experiencing a sharp rise at around 16 UTC, which 

corresponds to one of the strongest dust events recorded 

during the field campaign. At the beginning of this event, 

considered as a haboob, we could clearly identify a wall of 

blowing dust formed from the outflow of a strong convective 

storm. During this haboob, which lasted around two hours, 

PM levels reached the following values: 30732.32 µg/m
3
 of 

PM total, 20286.24 µg/m
3
 of PM10, 9555.64 µg/m

3
 of PM4, 

4505.46 µg/m
3
 of PM2.5 and 597.99 µg/m

3
 of PM1. Besides, 

PMtot/PM10 and PM10/PM2.5 ratios remained almost 

constant whereas the ratio PM2.5/PM1 experienced a gradual 

rise. However, the most striking and steep increase in 

PM10/PM2.5 and PM2.5/PM1 ratios, which reflect a coarser 

particle size distribution, occurred around 20UTC when the 

two-minute average wind speed was below 5 m/s and there 

were only some gusts of wind close to 7 m/s. 
 

 

 

Fig. 2 Data from 6th September 2019. Top (bottom): Two minute-average PM 

values and their ratios (wind speed) at 2 m height. 

E. Outlook   

 The next steps will focus on (a) analysing the size 

distribution of measured dust concentration, (b) calculating 

size-resolved dust emission fluxes, (c) combining the results 

on dust emission and size-distribution with results on 

mineralogy determined by other FRAGMENT team members, 

(d) evaluating existing dust emission theories against the 

measurement results and (e) evaluating exiting frameworks 

for mineralogy and expand as needed. 
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I. INTRODUCTION

El Niño-Southern Oscillation (ENSO) is a natural phe-
nomenon in the tropical Pacific and the dominant mode of
climate variability on interannual timescales. The first term,
El Niño, refers to a recurring warming of the tropical Pacific
Ocean (every 2-7 years), while the opposite phase, an anoma-
lous cooling, is called La Niña. These variations in sea surface
temperature (SST) are accompanied by changes in the tropical
atmospheric circulation (Southern Oscillation), thus making
ENSO a coupled phenomenon involving ocean-atmosphere
interactions. Furthermore, ENSO can affect climate in regions
far from the tropical Pacific, producing a cascade of global
impacts through so-called ‘teleconnections’. Understanding
the extra-tropical impacts of ENSO is important to improve
seasonal forecasts, for which it represents the most important
source of predictability.

In the North Atlantic-European (NAE) sector, the ENSO
teleconnection is still controversial in several aspects. A first
cornerstone was set in a review by Brönnimann (2007) [1],
who concluded that a robust, ‘canonical’ ENSO signal exists
over the NAE region in late winter (January to March, JFM):
a dipole in sea-level pressure (SLP) with centers over the mid-
latitude and high-latitude North Atlantic. While Brönnimann
described this pattern as “close to symmetric” for El Niño
and La Niña, recent studies deliver contradictory results, with
some reporting a symmetric signal (e.g. [2] [3] [4]) and others
claiming asymmetry (e.g. [5] [6] [7]). The actual linearity of
the ENSO-NAE teleconnection thus remains unresolved, and
addressing this issue is the primary objective of this study.
We will also investigate another key aspect of the ENSO-
NAE teleconnection that is nothing but settled: the dynamical
mechanism leading to the ‘canonical’ SLP dipole.

The underlying idea of this study is to use idealized
experiments with atmospheric models forced by symmetric
anomalous SST patterns representing El Niño and La Niña
to diagnose symmetries and asymmetries in the extra-tropical
response. A multi-model approach is used, as the experiments
analyzed here are run with the same protocol using three state-
of-the-art models. We aim not only at diagnosing asymmetries
in the extra-tropical ENSO-related SLP signal, but also at
understanding their cause by examining all the steps involved
in the atmospheric response, starting from the tropical Pacific.

II. METHODS

All experiments are atmosphere-only simulations. The
multi-model ensemble consists of the atmospheric components
of three state-of-the-art models:

- EC-EARTH3.2 (T255L91, 0.01 hPa) [8]

- CNRM-CM6-1 (T127L91, 0.01 hPa) [9]

- CMCC-SPS3 (∼110 km, L46, 0.3 hPa) [10]

The set of experiments include a control simulation and two
perturbed runs. The control simulation (CTL) is run with
climatological SSTs from observations (HadISST2.2). The El
Niño (EN) experiment is performed with SST anomalies that
mimic a strong, canonical El Niño event (Fig. 1), while the La
Niña experiment (LN) has identical prescribed pattern but with
flipped-sign SST anomalies. The forced atmospheric response
associated with El Niño (La Niña) is estimated by computing
the difference between the ensemble mean of the 50 winters
in EN (LN) and CTL. The target season is JFM.

III. MAIN RESULTS

Asymmetries arise in the SLP response over both the
North Pacific (Aleutian Low) and NAE sector (North Atlantic
dipole): the response to cold (La Niña) SST anomalies tend
to be weaker and shifted westward with respect to the one
associated with warm (El Niño) anomalous forcing (Fig. 2).
The same behaviour is present in the upper troposphere (200-
hPa geopotential height) in the large-scale Rossby wave train
that is ENSO’s dominant extra-tropical response.

The response of tropical convection to the SST forcing is
underlying the extra-tropical asymmetries: warm (cold) SST
anomalies superimposed to the mean state enlarge (restrict)
the region suitable for the triggering of deep convection (SST
above 27◦C) and increase (decrease) the amount of available
heating, while the longitude of maximum convection is found
east (west) of the Date Line due to the different SST gradient.
The convective response is followed by anomalous divergent

Fig. 1. JFM average of the anomalous SST pattern prescribed in EN.



Fig. 2. Ensemble-mean SLP anomalies for (left) EN and (right) LN with
respect to CTL in JFM: EC-EARTH (top), CNRM (middle), CMCC (bottom).
Blue contours show values exceeding the color scale limit at -8, -12,-16 hPa.
Black contours indicate statistically significant areas at the 95% confidence
level.

wind with similar properties, but in order to explain the lon-
gitudinal shift of the extra-tropical SLP signal, the anomalous
divergence needs to be considered in tandem with the mean
flow, namely diagnosing the Rossby wave source.

The ENSO surface signal in the NAE sector is the ‘canon-
ical’ dipole between mid and high latitudes, with asymmetries
in terms of amplitude and longitude but not structure. These
asymmetries are not indicative of different mechanisms driving
the teleconnection for El Niño and La Niña; instead, in both
cases the ENSO teleconnection to the North Atlantic is mainly
associated with the large-scale tropospheric Rossby wave train
and its westward tilt with height.
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Abstract—Air pollution remains as a key unresolved problem
in many urban areas. Cities with such problem are gradually
implementing Traffic Management Strategies (TMS) to reduce the
total kilometers travelled by vehicles and subsequently decrease
emissions. However, a prior evaluation of such TMS is needed if
the target goals want to be achieved. In this sense, the combination
of traffic simulation with emissions and air quality models can be
of great use to assess the potential impacts of such policies. This
study presents an integrated modelling system tool for Barcelona
that allows to estimate the changes induced by the implementation
of TMS on traffic activity, emissions and air quality levels at a
very spatial (street level) and temporal (hourly level) resolution.
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I. EXTENDED ABSTRACT

A. Introduction

In the city of Barcelona (Spain), chronic nitrogen diox-
ides (NO2) and fine particular matter (PM2.5) concentrations
exceeding the 2008/50/EC EU Ambient Air Quality Directive
(AQD) and the World Health Organization (WHO) air quality
guidelines (AQGs) are being recorded in urban traffic stations
[1]. Several studies have also highlighted the impacts of air
pollution on public health [2]. Local authorities are focusing on
mobility policies (e.g. implementation of Low Emission Zones,
traffic calming) that try to reduce the number of circulating
vehicles within the city. In this sense, the application of
numerical models is highlighted in the AQD as a fundamental
tool to better assess and manage air quality, encouraging their
use in the evaluation of air quality plans. In order to simulate
the effect of restrictions on the traffic activity across a city,
an integrated and dynamical system that links a transportation
model with an emissions model and an air quality model is
needed.

B. Related work and research contribution

During the last years, several works have performed the
assessment of the effect of TMS in air pollution by coupling
traffic models with air quality systems. Most of these studies
have used mesoscale air quality systems, which are limited
to spatial resolutions of 1km2 and therefore cannot depict the
strong urban pollutant concentration gradients. Works evalu-
ating the impact of TMS at street-level have been limited to
restricted domains (e.g. [3]). The system presented in this work
allows to estimate street-level emission values in Barcelona

by a dynamic approach able to estimate the effect of different
TMS. The complete workflow is detailed on section I-C.

C. Methods

The integrated modeling system is based on: (i) a detailed
multimodal transport model of Barcelona (VML) in VISUM
[4] and (ii) the HERMESv3 emission model, which computes
street-level and hourly road traffic emissions [5]. The simula-
tion domain of the system comprises the Primary Crown of
Barcelona, including Barcelona and other municipalities from
the metropolitan area (95 km2). The dynamical information
on traffic flow and travelling speed modelled at the road link
level by VML is passed to HERMESv3, which combines the
aforementioned information with the emission factors reported
by COPERT V [6]. In the present work, a business as usual
(BAS) and a traffic restriction scenario (TR) are simulated to
illustrate the capabilities of the system. The traffic restriction
scenario represents the superblocks policy which is gradually
being applied all over Barcelona. This consists on the traffic
calming of certain streets within an area comprised by several
blocks. Mobility demand was supposed to be constant during
the introduction of superblocks, which means that the same
amount of vehicles is loaded into the network. Under the
restrictions applied, new vehicle routes will be generated
through the non-restricted streets.

D. Results

Total NOx 2016 annual emissions for the BAS scenario are
represented in figure 1a. The total annual NOx road transport
emissions were compared against the latest available local
emission inventory done by Barcelona Regional (BR) ([7])
corresponding to the year 2017. Estimated NOx emissions by
the integrated model are a 9% higher than the estimated by
BR. This difference is a consequence of the (i) different years
simulated, (ii) the BR study uses a correction of COPERT
IV, which differs from COPERT V emission factors, and (iii)
HERMESv3 uses hourly speed profiles, while BR uses an
average daily speed. Following that, the superblocks scenario
was simulated for the 9 AM rush hour (figure 1b). The blue
links represent a reduction on emissions while red ones indi-
cate an increase. Although total NOx emissions at the marked
superblock area are very similar between both scenarios, strong
emission gradients appear between neighbouring streets. For
example, Street 1 (marked on figure 1b) suffered a reduction
of traffic flow of 92% which lead a reduction in NOx emissions



Fig. 1. a) Aggregated NOx emissions for the BAS scenario at 30 meters
resolution; b) Difference in NOx emission between the BAS and the TR
scenarios at 30 meters resolution, both at 9 AM local time. The dotted line
represents the superblock area.

of 93%. On the other hand, street 2, which crosses street 1,
had an increase in NOx emissions of 95% as a consequence
of traffic increase of 80%. Additionally, the dynamic system
allows to observe emission variances in other areas of the city
as a consequence of the simulated superblocks. On further
steps of this work other TMS will be simulated together with
air quality results.
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EXTENDED ABSTRACT 
Motivation. The prospect scenario for wireless 

communications and networking technologies in aquatic 
environments is nowadays promising. The growing interest 
around this subject in the last decades has recently been 
accelerated due to the more powerful capabilities of a number 
of sensing, control and communication devices. Moored, fixed, 
drifting, and vehicular nodes form now a rich ecosystem of 
autonomous embedded systems potentially connected in a 
multi-hop (and over-water) fashion, which demand innovative 
solutions to satisfy the ever-increasing requirements of 
reliability, bandwidth, latency and cost [1]. The efforts in this 
direction, mostly as a result of the push from the Internet-of-
Thing (IoT) and related communication paradigms, are now at 
an early stage, and thus still pose significant, technical and 
research challenges, especially from the perspective of 
communication and nerworking for applications involving 
real-time and/or multimedia networking traffic. 

Research Challenges. In effect, many issues arise when 
wireless communication occurs above water [2]. The different 
radio propagation behaviour, when compared to the over-land 
case, prevent a direct application of most general-purpose 
solutions. The radio signal reflections are much stronger, and 
this may lead to much more severe interference on the link 
quality. The natural water movements (such as tides and 
waves), among other distinctive phenomena, increase the prior 
difficulties and thus add extra considerations to the already 
challenging scenario. The mitigation of these factors by means 
of a careful design of link parameters (e.g., distance, height, 
polarization), as well as with diversity (and non-diversity) 
strategies is a well-studied topic in communications; but, 
mostly focused on the long-range. The case of short and 
medium-range distances with antennas at a few meters above 
surface still shows non-conclusive ideas, e.g., in terms of the 
most suitable propagation model to guide the network design 
labour. Moreover, the impact of tides (and waves) cycles in 
this more restricted settings show little or null effort in the 
literature. The relevant techniques that, e.g., have been 
proposed to mitigate the so-called tidal fading [3], although 
effective on the long-range, do not show clear applicability 
when water level fluctuations are in the order of the antenna 
height, and/or the link distances are relatively short. The 
general situation is further aggravated if extended to multi-hop 
networks, where the effect of water-level variations over-the-
time can significantly degrade the connectivity of several links 
simultaneously; an issue that still deserves further studies. 

Related Work. In the literature, different strategies at 
physical, link and network levels have been proposed to cope 
with problems of a similar kind. In maritime communications, 
e.g., dynamic/adaptive routing schemes helping to undertake 
the intermittent ship-to-ship connectivity issues due to varying 
sea-state levels have extensively been explored (e.g., [4]). At 

the link level, protocol adaptations, e.g., to enable more 
reliable and/or predictable packet-level behaviour have also 
been considered. Likewise, physical layer techniques such as 
multiple antenna systems and beamforming have been 
explored too. These works, as well as several others in 
different (but related) fields, although do not show 
straightforward match with our primary research direction, 
can act as a fruitful source of inspiration, and thus represent an 
important starting point. 

Research Proposal. In this research, we focus on the 
communication and networking aspects of over-water multi-
hop networks aiming at support real-time and/or multimedia 
(audio/video) traffic using IEEE 802.11 (WiFi) commodity 
technologies. Special attention is devoted to the impact of 
cyclic water-level variations (such as tides and waves) on the 
overall network performance, and how an integrated approach 
to (i) network design, (ii) protocol adaptation and (iii) routing 
can contribute to mitigating such an issue. 

Fig. 1 graphically summarizes our research proposal. 

Dominant 
Physical 
Factors 

e.g., tides, etc. 

QoS 

overwater multi-hop network 

§  standard QoS level 

QoS' 
§  high-throughput 
§  low-delay 
§  high-reliability 

�  Routing 
�  Protocol Adaptation 
�  Network Design 

3 research directions 

 

Fig. 1  An schematic illustration of the research approach taken. 

A. Network Design 
This research line considers both, the geometrical basis of 

the two-ray propagation model [5] and the foreseeable nature 
of water movements as the key inputs to provide better 
strategies to link design and network planning. To this aim, 
our first step is to experimentally assess the over-water 
channel, particularly at near-shore/low-altitude (marine or 
freshwater) areas affected by noticeable over-time water-level 
variations. Along this line, our preliminary works in [6,7] 
show a considerable consistency between RSSI packet-based 
measurements (using WiFi COTS) and the theoretical 
predictions of the two-ray model. These works, strengthen our 
initial intuitions in [8,9] that suggest the two-ray as an 
effective method to estimate the large-scale fading in the 
presence of strong surface reflections. Thus, as convenient to 
guide the design of over-water network deployments. The 
next steps in this direction consider further experiments using 
both, a broader distance/height granularity and different 
antenna polarization. Once properly assessed the channel, we 
target to provide better network planning strategies based on 
discrete optimization techniques (closed-form and/or heuristic) 
that maximize/minimize a given QoS metric, while 
minimizing antenna height or another relevant parameter. 



B. Protocol Adaptation 
This line of proposes the family of reconfigurable-and-

adaptive TDMA overlay protocols, also known as RA-TDMA 
[10-12], as the primary source of related work to build upon. 
Here, we aim at extending them by mechanisms driven/aware 
of the water-level cycles, while oriented to improve the 
performance of real-time/multimedia applications. The RA-
TDMA is a prior work in our group, which have shown 
promising results in fields such as teams of mobile robots [10], 
aerial multi-hop networks [11], and vehicular platoons [12]. 
We expect to leverage on this research and further explore the 
extension to mesh networks, a line of work still open. The 
performance evaluation of the propose mechanisms is 
expected to be done with OMNeT++/INET framework while 
incorporating the tides/waves features to the simulator. 

C. Routing 
This research line conceives the development of novel 

methods for proactive/reactive routing, e.g., route-selection, 
forwarding, that adaptively respond to network topology 
dynamics. The end goal is to improve some overall QoS 
metric, regardless of the impact of water-level changes. We 
refer to [4] as a relevant work on this subject, providing some 
initial intuitions for the water-level dynamics mitigation in 
over-water multi-hop networks. Likewise, we refer to the 
work in [13], as with prior/promising insights for multi-hop 
routing on TDMA dynamic networks. The evaluation of these 
methods (as well as those in the previous direction), from the 
real-time network perspective, is expected to be done by 
means of analyses of the worst-case end-to-end delays and 
schedulability, using the approach described in [14,15]. 

D. Conclusion and Future Work 
This research envisions future reliable and real-time 

network scenarios in coastal areas, where ubiquitous and 
heterogeneous nodes communicate mostly above water. In this 
respect, this paper summarizes the main research lines, key 
insights and prior research efforts done so far. 
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I. EXTENDED ABSTRACT

In the context of High Performance Computing, scheduling
is a necessary tool to ensure that there exists acceptable
quality of service for the many users of the processing power
available. The scheduling process can vary from a simple First
Comes First Served model to a wide variety of more complex
implementations that tend to satisfy specific requirements
from each group of users. Slurm is an open source, fault-
tolerant, and highly scalable cluster management system for
large and small Linux clusters [1]. MareNostrum 4, a High
Performance Computer, implements it to manage the execution
of jobs send to it by a variety of users [2]. Previous work
has been done from an algorithmic approach that attempts
at directly reduce queuing times among other costs [3][4].
We consider that there is utility at looking at the problem
also from a Game Theoretic perspective to define clearly the
mechanics involved in the system, and also those that define
the influx of tasks that the scheduler manages. We model the
Slurm scheduling mechanism using Game Theoretic concepts,
tools, and reasonable simplifications in an attempt to formally
characterize and study it. We identify variables that play a
significant role in the scheduling process and also experiment
with changes in the model that could make users behave
in a way that would improve overall quality of service. We
recognize that the complexity of the models might derive in
difficulty to theoretically analyze them, so we make use of
usage data derived from real usage from BSC-CNS users to
measure performance. The real usage data is extracted from
Autosubmit [5], a workflow manager developed at the Earth
Science Department at BSC-CNS. This is a convenient choice,
given that we also attempt to measure the influence of an
external agent (e.g. a workflow manager) could have in the
overall quality of service if it imposes restrictions, and the
nature of these restrictions.

A. Slurm Overview

The Slurm scheduling mechanism has two main compo-
nents: Priority and Scheduler. Priority: A value calculated
based on data from the user, and the jobs that the user sends
to the High Performance Computer (HPC). The calculation
tries to give higher priority to those users that have less usage.
Scheduler: Once the jobs have been received and their Priority
calculated, there are certain rules in Slurm that determine when
a job is sent for execution. As a result, the job with the highest

priority is not always executed first, but the order is altered so
resource usage is optimized.

Users Hierarchy: The users are organized in a hierarchical
tree structure, specifically in a Rooted Plane Tree [6], where
on top of it we have a main root account. Then, the leafs
are users and the internal nodes are the accounts to which
they are associated. In the Slurm documentation we encounter
many references to the term account, we consider it equivalent
to the term group.

Priority Calculation: There are four factors involved in
the calculation of this value: Age, a value from 0.0 to 1.0.
The longer a job sits in the queue and is eligible to run, the
bigger this value gets. Size, a value from 0.0 to 1.0 determined
by the number of nodes a job requests, the more nodes a job
requests the bigger this value gets. Fair-share, a value from
0.0 to 1.0 determined by [7]. QoS, a value from 0.0 to 1.0
determined by the priority given to different QoS defined in
the Slurm implementation.

Scheduling Mechanism: The Priority value effectively
produces an execution sequence; however, this ordering can
result in sub optimal resource allocation. For example: Con-
sider a large (in the size of nodes required) job with high
priority that is waiting to be scheduled, this job will take 25%
of the nodes in the HPC and it has a planned (supplied by the
user) running time of 10 hours; furthermore, it is in the front
of the queue. After this job, we have a number of smaller jobs
requiring a number of nodes from 1% to 2% of the total nodes
in the HPC, and expected times lower than 1 hour. Working
under this standard configuration, the scheduler is going to
wait for enough resources to be available and then schedule
the large job for execution, and this is not optimal because
resources will be idle. To avoid this scenario (to some extent),
there exists the backfill mode. In this mode, the scheduler will
start lower priority jobs if that does not delay the start of higher
priority jobs.

B. Data Overview

Slurm receives jobs, these jobs come from experiments on
which the users are working on. A typical experiment can be
modeled as a directed acyclic graph (DAG). It starts with jobs
that retrieve or set information, or they might compile software
that will be used in the later stages of the experiment. Then,
there are some heavy computation tasks that usually consist on
simulations that implement parallel processes and subsequently
require many nodes and long running time. As we mentioned,



these experiments can be modeled as a DAG G = (V,E)
where we have V = {1, ..., n} tasks and V ‘ as the list of tasks
sorted in topological order with sizes w1, w2, ..., wn measured
in the number of HPC nodes they require, and t1, t2, ..., tn
as the planned time in minutes they will need to complete.
Typically, a number of vertex at the beginning and end of V ‘

will require less computation resources than the rest in average.
We will avoid using the word ”node” to name the vertex in a
graph to avoid confusion with HPC nodes.

C. Game Theoretic Perspective

We begin by assuming that the backfill scheduling mecha-
nism subject of study is working as a BF MOD scheduler as
defined in [3]. Under this assumption, resources are reserved
when a job reaches the top of the queue and is about to be
scheduled and the next jobs in the queue can be used for
backfilling, but if in the next scheduling event a job with higher
priority takes position at the top of the queue, the previous
reservation is discarded and a new reservation is executed
for the newly arrived top priority job. On the other hand we
have BF UNMOD where the top job does not change even
if a higher priority job arrives, this is also defined in [3].
We assume our scheduler under BF MOD configuration for
further discussion.

There are M nodes in the HPC, there are U users that
handle experiments represented as DAGs Gu = (Vu, Eu)
that result in a topological order of jobs V ‘

u = {1, 2, ..., n}
for each experiment Gu ∈ G where G is the set of all
experiments from users U . Users will send job vi ∈ V ‘

u when
αi = {vj |(vj , vi) ∈ Eu ∧ status(vj) 6= 5} = ∅, where
status() is a function that returns 5 if the input job v has
status COMPLETED, meaning that all preceding jobs of vi
must have been completed successfully. Then, we define the
set of jobs sent to the scheduler by user u at a given iteration
as νu = {vi|vi ∈ V ‘

u ∧ αi = ∅}.

N =
⋃
u∈U

νu

Think of the scheduler as an agent Λ that receives N jobs,
each job n ∈ N has attributes wn for its weight or size,
tn as the planned time (supplied by the user) in minutes
that the job will take to complete, an for the time it has
been waiting for execution, and pn for its Priority calculated
using the previously mentioned attributes. Agent Λ uses the
Priority pn as the main ordering principle to define a list
Pk : N −→ {1, ..., n} of execution order. We now proceed to
give a glimpse of the analysis of games modeled using these
definitions.

Single Attempt Game: We have N jobs ordered in a
priority list Pk that defines the order in the queue of jobs
to be scheduled for execution. A strategy profile s is an
assignment of d jobs to |M | nodes by an agent Λ. In a single
backfill scheduling attempt, agent Λ takes the first d jobs in
the ordering P that minimize ε = |M | −

∑Pd

i=1 wi. Then, the
utility u of agent Λ is u(s) = |M | − ε. Then, we proceed
to analyze the Nash Equilibrium of this setup as a foundation
stone for the analysis of more complex games.

Multiple Attempt Backfill Game: Agent Λ actions under
a sequence of backfill iterations. Clearly, it is under this
scenario that the backfill mechanism comes into play.

Submit to Scheduler Game: Instead of analyzing a single
agent Λ, we have players U submit jobs to an independent
scheduler. We define a utility function for each player based
on some of the variables that the user can modify when sending
a job.

Multiple Submit to Scheduler Game: Players U submit
jobs to an independent scheduler under a sequence of itera-
tions.

D. Experimental Environment

The workflow manager Autosubmit [5] saves the submit,
start, and finish time of each job it manages. We will use
this data to model synthetic data and test the behavior that,
according to the Game Theoretic analysis, shows promising
results. Slurm implements a node simulator that can be used
for this purpose. We will also try to simulate different traffic
situations in the arrival of jobs in order to test worst case
scenarios, if possible.

E. Conclusion

In this study, we try to use the Game Theoretic approach to
analyze an existing system in order to detect opportunities for
the implementation of configurations or tools that potentially
result in an improvement of quality of service. However,
this study might also reveal that there design choices or
configurations that make any kind of collaboration or control
not convenient.
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I. EXTENDED ABSTRACT

As the end of the Moore’s law approaches, more specific
devices such as GPUs, FPGAs or AI accelerators tend to
steal the workload that was traditionally run on the CPU,
allowing with this offload more specific solutions that improve
the execution time of specific applications. One of the main
problems that arise with this approach, is that now, the data
is not centralized in one main memory, but distributed among
the different accelerators which need a correct and coherent
data to perform its operations. This can potentially limit the
performance an accelerator can achieve, as well as delegates
the programmer the task of enforcing the coherence between
memories.

To relieve this model, in which the programmer has to take
into account the memory of devices, models like NVIDIA
Unified Memory[1] manage the hard work of maintaining
the memory-coherence, potentially hurting performance but
making the per-device memory management much easier.

In this work, the main objective is to develop an exten-
sion for a task-based runtime, which maintains the coherence
between SMP and multiple devices in the system, using the
dependency information of a task, acting as a Translation-
Allocation Layer between the multiple memory spaces defined
by the accelerators.

For our development, we use Nanos6 Runtime[2] as the
target of our implementation. Nanos6 is a Runtime that imple-
ments the OmpSs-2 programming model, it is an SMP task-
based runtime, with cluster support and is able to run CUDA
tasks using unified memory. With this implementation, our
objective is to extend Nanos6 capabilities to allow running
CUDA with distributed memory, as well as other kind of
accelerators such as FPGAs.

A. Memory abstraction for devices

To manage the different memories, each memory should
provide a interface that allows to: copy from and into it,
allocate memory and free memory, in our system, we will
manage the memories using this abstraction, which will allow
to map any kind of esoteric memory into the same system that
will be shared by all the devices.

B. Task dependencies and symbols

A task dependency from a memory perspective, is a region
of host memory that a task needs to coherently access, to write
or read, in order to be executed, however, a symbol can be a
superset of various dependency regions, and has the particu-
larity that each symbol needs to be continuous in memory, this
is due to the different already-compiled algorithms take into
account the different offsets while accessing the data so we
don’t only has to have the data valid on the device, but has
to be in the way the already-existing software expects them to
be. This means that the dependency can be multiple parts of
a symbol, but the whole symbol has to be in memory.

Fig. 1. In this figure we can see how, for a Symbol, we have only two
dependencies that are not contiguous, however, we have to maintain the offset
address value between the two dependencies because the algorithm could
expect the data to be in a certain offset.

C. Non-blocking Software Memory Management Directory

The Directory is a range-based multipurpose software
system that given multiples address spaces, manages the allo-
cation, copies and translation from host memory to any other
address space. So, for the runtime, it’s only a translation layer
where you give an address and a range, and it returns a list
of copy operations that are needed to satisfy the access, and
an address to the data in the given address space. When a
task finishes using that region, that information is passed to
the directory, and the access is released. However, due to the
possibility of an already-existing region on an address-space
being part of a symbol that needs more contiguous allocation,
we can ensure that when the directory returns an address, that
address will remain valid and accessible until the task finishes
using it, but consequent tasks that may access that region,
may have different addresses. So, the coherence of a returned
address is not enforced, and a returned address shouldn’t be
used outside its task scope, and all accesses have to be checked
by the Directory.

For explaining the functionality without going into too
much detail, we will divide the Directory duties in three main
steps:



1) Allocation Step: The directory checks if for a symbol
region, there is an already-valid allocation on the address-
space. If there is no allocations, it will try to allocate a paged-
size chunk in the address-space. If there is a partial allocation,
it will allocate a new paged-size sufficient to allocate all the
symbol again, and generate the copies of the data to the new
address, and, lastly, if there is no space for a new allocation,
will return an error and the runtime will need to try again later
when some data has been released.

2) Data Copies Generation Step: When an access has an
already-valid allocation, we need to maintain the coherency
between all the address-spaces. This means, for a range, we
can have multiple entries on our directory, each one with it’s
own state. We use a MESI-Like protocol in each entry, which
allows us to have read-valid data in more than one device, and
invalidate if necessary the data in any address space.

This means that if the data is invalid in the given address-
space, we will check where the last version of the data is, and
copy from there to the address space, updating the state or
invalidating if necessary. However, this is not that simple, since
we are not synchronously getting the data, but generating the
copy that will be performed asynchronously. For this, we create
a ”promise” of validity, put the entry status in a transitory state,
and only changing the status to valid when the data has finished
copying. This has implications on following accesses to this
region, that will, instead of creating a new copy information,
create a directory lookup, to check if the data is already copied
or not.

3) Data free step: When a taskwait arrives, the directory
must ensure that all the data the tasks have modified, it’s valid
again on the host memory, invalidating and freeing allocations
on the devices memories.

II. CUDA COMPARISONS BETWEEN UNIFIED MEMORY -
PREFETCH - DIRECTORY

To compare the performance achieved, we compared
the performance in GFLOPS using a Blocked Matmul
kernel with three memory models, our Directory model
implementation, the Prefetch method and Unified mem-
ory model with Nanos6 Runtime. The algorithm has al-
ready a Tiled matrix, and will call our CUDA MATMUL
BLOCK function, which is a Nanos6 task that performs the
block multiplication on GPU, having as an in dependence
[BS*BS]tileA[i][k] and [BS*BS]tileB[k][j] and as an out de-
pendence [BS*BS]tileC[i][j].

f o r ( i n t i = 0 ; i < BS ; i ++)
f o r ( i n t j = 0 ; j < BS ; j ++)

f o r ( i n t k = 0 ; k < BS ; k ++)
CU MAT BLOCK( t i l e C [ i ] [ j ] ,

t i l e A [ i ] [ k ] ,
t i l e B [ k ] [ j ] , BS ) ;

}
Listing 1. Mamtul code which shows how the different tasks are created for
performing a tiled-matmul.

The Directory model, is the one that is mentioned in this
document, the Prefetch model is using unified memory, but
telling the CUDA Driver which regions of memory we are
going to use (Basically, prefetching the symbols using the

CUDA API), and the Unified memory is calling CUDA without
any modification nor notification, as is.

The experiment setup is using one node of Marenostrum
4 Power9 Cluster which contains 2 x IBM Power9 8335-GTH
at max frecuency of 3.8GHz, 512GB RAM and we used one
of the four NVIDIA V100 (Volta).

The Nanos6 and mercurium versions are the master branch
from 8 april 2020, and an experimental Nanos6 branch with
support for prefetching CUDA memory.

Fig. 2. Graphic representation of the performance results, in BLUE, Directory
approach, in RED, prefetcher approach and in YELLOW, unified memory
approach, as we can see, the horizontal axis contains the block size, and the
vertical axis the performance in GFLOPS, higher is better, where we can see
the benefits of our method.

As we can see on the figure 2, for almost all the cases,
our directory outperforms the unified memory with, or without
prefetcher, with the prefetcher, unified memory seems to
be more close to our approach, and with unified memory,
without any kind of prefetching, is the clear loser in terms
of performance

A. Conclusion

There is a lot of work to be done in this subject, but seeing
the preliminary performance results, we can see that it has a
huge potential as a transparent way to the user to improve the
performance of its applications and allowing multiple devices
to communicate independently of it’s nature, in fact, this
software solution is meant to work in heterogeneous systems,
with any kind of device that can compute data.

Implementing this inside Nanos6 will allow to improve
performance for already-existing applications built for the
OmpSs-2[3] Programming model.
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I. EXTENDED ABSTRACT

Parallel computing has become the norm to gain perfor-
mance in multicore and heterogeneous systems. Many pro-
gramming models allow to exploit this parallelism with easy
to use tools. In this work we focus on task-based programming
models. The parallelism is expressed with pieces of work
called tasks that have data dependencies among them, and
therefore have to be executed in a certain order. However, tasks
that don’t depend on any other running task can be executed
in parallel.

A. Picos

A software runtime that handles task dependencies and
schedules them is able to exploit high levels of parallelism
with moderate size tasks. Nevertheless, with fine-grained tasks
it suffers from performance degradation due to the overhead
and thread contention.

Picos [1] is a hardware runtime that aims to solve this
problem. By moving the dependence management to a hard-
ware designed and optimized for that, the overhead is reduced
dramatically. It can be used in different scenarios, for instance,
one of the prototypes was implemented on an FPGA with
hardware accelerators attached to it. Picos would take tasks
from a host, and distribute them among the accelerators,
which are designed to do specific calculations. It was also
implemented on a RISC-V multicore system embedded in an
FPGA. In both cases Picos was integrated into the OmpSs
programming model.

All the previous work with Picos required adapting the
programming model and a lot of hand-crafting to integrate the
accelerators with Picos and OmpSs. The next step involved
doing the inverse, adapting Picos to the programming model
OmpS@FPGA [2], an extension to OmpSs with support for
automatic generation of hardware accelerators on FPGAs. This
allows faster testing and easier deployment of the hardware.

However, Picos exposed some limitations regarding area
and timing when being implemented along big accelerators or
many of them. It uses a significant amount of resources, and
its design has a long critical path. This influences negatively
the routing algorithm when the FPGA has a high resource
usage rate. The consequence is that designs without Picos

could scale in area much more than with it, thus achieving
better performance even with higher runtime overheads.

B. New design

To overcome these limitations we decided to build a new
Picos based on two main principles: to be configurable and
use minimum resources. The previous Picos used always a
fixed amount of memory and had support for at most 15
dependencies per task. This is not ideal for some applications,
which may need more memory, or on the other hand, they
may work well with a small amount of memory and/or
dependencies. Adding parameters to tune the resource usage of
Picos gives the flexibility to adapt to every application. Also
using less overall resources gives it a bigger margin for the
user to add more computation resources.

For maintainability purposes, the new Picos (called Pi-
cos Daviu) does not include the scheduler, it relies on the
scheduler already present in the OmpSs@FPGA hardware
runtime, Smart OmpSs Manager (SOM). The latter includes
similar features as the old version of Picos (called Picos++)
without dependence management, which has to be performed
on a CPU. However, it includes new features such as task
creation on a hardware accelerator [3]. This complements with
Picos Daviu, which is integrated in SOM, since it allows
the hardware runtime to solve the dependencies of tasks
created inside the FPGA. Therefore, the CPU does not have
to take care of these tasks. Everything is managed internally,
thus removing communication between FPGA and CPU. By
reducing device communication, the new hardware runtime,
called Picos OmpSs Manager (POM) improves dramatically
the performance of systems with high latency interconnections
such as cloud.

Figure 1 a) and b) show the internal design of POM
and Picos Daviu compared with Figure 1 c) that shows the
design of Picos++. Since POM provides more features, it
contains more modules than Picos++, but in fact it consumes
less resources when Picos Daviu is configured with the same
parameters as Picos++. This configuration allows to store 256

TABLE I: Post-synthesis resource utilization of POM and
Picos++ for Xilinx FPGAs & maximum frequency

Hardware runtime LUT FF BRAM LUTRAM F (MHz)
POM 9492 10184 48.5 177 300
Picos++ 17692 17365 142.5 518 200
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in-flight tasks, with a memory to store dependencies of 512
slots and another memory to store dependence relationship
with the same number of slots. The maximum number of
dependencies, arguments and copies (between main memory
and the accelerator internal memory) per task is 15. The
comparison of resources is shown in table I. The results have
been obtained by hardware synthesis for Xilinx FPGAs. The
usage of each resource is significantly decreased in POM,
which shows a very high improvement in memory usage. It
uses nearly 3 times less BRAMs and LUTRAMs than Picos++.
The main difference is the removal of many queues used by
Picos++ to communicate between its internal modules and
the accelerators. In addition, the new design improves the
maximum working frequency of Picos. While in the previous
design a maximum of 200 MHz where achieved the new design
has been successfully tested at 300 MHz.

C. Results

Both Picos versions have been tested with an N-Body
like algorithm (Picos++ and Picos Daviu inside POM). In
this specific application, the performance of the algorithm is
directly proportional to the number of parallel operators that
can be deployed in the FPGA (as it is an embarrassingly
parallel application). Our preliminary tests show that the old
Picos code was able to support 3 accelerators with 32 operators
each (so a total of 96 operators) or 4 accelerators with 14
operators each (56 operators). With more accelerators, even
if the FPGA fabric was not fully utilized, the routing tool
was not able to obtain a viable design due to communication
constraints between the different elements.

In contrast, POM, using exactly the same accelerators code
was able to support 3 accelerators with 48 operators (144
operators in total) or 4 accelerators with 36 operators (also
144 parallel operators). Correspondingly the execution time
diminished from the old Picos to the new from 292s and 173s
to 116s. This performance improvement is obtained thanks to
the better suitability of the new design to be deployed in an
FPGA fabric and its improved connectivity.

D. Conclusion

In this work, we design a hardware runtime for task-
based programming models which is configurable and uses
low resources compared to its predecessor Picos. We compare
both designs integrated in the OmpSs@FPGA programming
model, and observe that the new design allows to attach more
hardware accelerators, thus getting better performance.

II. ACKNOWLEDGMENT

This work has been supervised by Carlos Álvarez Martı́nez
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I. EXTENDED ABSTRACT

Environmental models are simplified representations of an
object or a process [1]. These models provide valuable in-
formation on the nature of real-world phenomena and systems
[2], with many applications in science and engineering [3]. For
example, environmental models play an increasingly important
role in understanding the potential implications of climate
change [4].

There are many types of models in the environmental
sciences [5]. These models are often associated with large com-
putational costs because of their complexity [6]. The model
studied in this work, the Multiscale Online Nonhydrostatic At-
mospheRe CHemistry model (MONARCH), is an atmospheric
model that currently runs in the MareNostrum supercomputer
of the Barcelona Supercomputing Center (BSC), one of the
Top-500 supercomputers in the world [7] [8]. MONARCH
provides regional mineral dust forecasts to the World Meteoro-
logical Organization’s (WMO) Barcelona Dust Forecast Center
(BDFC) and the Sand and Dust Storm Warning Advisory and
Assessment System (SDS-WAS). MONARCH also provides
global aerosol forecasts to the International Cooperative for
Aerosol Prediction (ICAP) initiative.

However, MONARCH does not currently make use of all
the supercomputing resources available in the Marenostrum
cluster. The MONARCH source code was originally prepared
for clusters exclusively using CPUs. However, Marenostrum
comprises two supercomputers with different system archi-
tectures: Marenostrum IV (MN4), a CPU-only cluster, and
CTE-POWER, a GPU-accelerated cluster [9]. As MONARCH
lacks GPU-specific code, as is often the case for environmental
system models, it is currently only run on MN4.

For many years, the CPU-centric approach was accepted
by the scientific community as individual GPUs have low
computational abilities compared with CPUs, and the effec-
tive use of GPUs presents challenges to scientific software
developers. However, with the advent of new, more powerful
GPUs and the growth of Big Data [10], GPUs have begun
assuming some of the computational responsibilities of CPUs
on supercomputers for specific applications. Many studies
have found improved efficiency applying GPU technology to
traditional CPU-only software in supercomputers [11], and
more-powerful GPU-accelerated supercomputers are appearing
with increasing frequency [12].

In response to these recent developments, new approaches
to GPU-based modeling have been developed. The molecular

modeling community was among the earliest adopters of GPU-
based computing, providing in some cases a performance of
two-orders-of-magnitude faster than CPU-only implementa-
tions [13]. Atmospheric models have primarily focused on
the parallelization of dynamical process calculations [14],
as does the Nonhydrostatic Icosahedral Atmospheric Model
(NICAM), which has been parallelized for GPUs and reports
a 7–8× performance speedup compared with the CPU version
[15]. Chemical solvers, another important component of at-
mospheric models, have also been ported to GPUs, by either
fully integrating GPU usage in the solver with a reported 20×
speedup [16], or porting components of the solver to GPUs
to acheive a 3–4× speedup [17]. Our work follows the latter
approach, as we port only part of the chemical solving to
GPUs. However, previous work [17] did not take into account
the number of solver iterations in the performance assess-
ment,and the grid-cell iterations are computed sequentially for
both CPU and GPU versions. Here, we are able to reduce
the number of grid-cell iterations for the GPU version to one
for an idealized case. Moreover, our implementation is based
on the innovative Chemistry Across Multiple Phases (CAMP)
framework, which allows multiple chemical processes to be
solved simultaneously as a single system [18].

In this work, we investigate the potential of a GPU-based
chemical treatment by selectively adapting computationally
costly portions of the MONARCH code to GPUs, to reduce
the overall execution time. We achieve this objective by
performing the following set of tasks:

1) Select the most time-consuming MONARCH com-
ponent by analyzing the model from a computational
point of view.

2) Study the efficiency of porting the selected compo-
nent to GPUs, to evaluate the potential for improve-
ment in the execution time using a GPU implemen-
tation.

3) Propose possible GPU implementations and general
optimizations for both GPU and CPU implementa-
tions.

4) Apply these proposals and study their effect on
execution time, in terms of the expected and actual
improvement.

5) Evaluate the heterogeneous implementation, includ-
ing transfers from CPU to GPU and GPU to CPU.

A computational profiling analysis showed that chemistry-
related components of MONARCH are computationally ex-
pensive. His future chemistry solver (CAMP) will take more
than 48.6% of the execution time, making it an interesting
objective to optimize and our main focus. To optimize this
module, this work focused around a GPU implementation in



order to exploit the available parallelization of the chemical
reactions and the big amount of GPU resources available at
Marenostrum at the moment.

As our main optimization, we adapted CAMP to allow us
to solve chemical processes simultaneously for multiple grid
cells in a given spatial region as a single system, as opposed to
the common practice of looping through individual grid cells.
This solution avoids repeating initialization steps, memory
misses, solver iterations and allows further vectorization during
solving. Our adaptation only requires a single solver call per
chemistry time-step, allowing the solver to compute internally
the chemistry for all grid cells and achieves a factor of 12 time-
speedup for the configuration tested. Furthermore, we have
started to port some of the most time-consuming functions
to GPUs, splitting chemical reaction computation amongst
individual threads. The selected function represents 30% of the
chemistry computation time. Preliminary GPU results of such
functions show a speedup of x12, ending in a total module
speedup of 18x from the base version. With more possible
optimizations pending, our work denotes the GPU potential
and the importance of developing from a concurrent point of
view.
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Investigation of alternative energy resources for future is
utmost important topic. One of the possibilities is nuclear
fusion which powers the sun, being this very attractive since it
is clean, safe and virtually unlimited energy. The achievement
of controlled nuclear fusion will require a wide variety of
fields such as plasma physics, materials physics, electrical
engineering, heat transfer, etc. The computational fluid dynam-
ics (CFD) contribute to understand the behaviour of confined
plasma and in guiding experiments. This project aims to assess
the feasibility of open source software, OpenFOAM to study
the physics of magnetically confined plasma, and to expect
realistic modelling of fusion plasma as a long-term project
objective. The OpenFOAM magnetohydrodynamics (MHD)
solver has been applied to solve plasma dynamics.

II. OPENFOAM.

OpenFOAM [1] is a free and open source CFD software
released and developed under the GPL license. Being free and
open source implies that one can find a large experienced com-
munity and a very collaborative environment. This, together
with an apparently user-friendly program, has been sufficient
claim to verify the viability of this code as a potential high-
performance solver for simulations close to fusion plasmas.
OpenFOAM has been applied to the study of liquid metal
dynamics of breeding blankets [2]. In this work, OpenFOAM
is applied to magnetically confined plasma.

A. The OpenFOAM MHD solver.

The simulations of plasma dynamics which is represented
by MHD equations have been performed using mhdFoam, the
OpenFOAM’s MHD solver based on the PISO algorithm. This
code provides numerical solutions for the single-fluid non-
linear visco-resistive MHD equations for the pressure-constant
density-constant (also magnetic diffusivity and kinematic vis-
cosity are constant) incompressible approach [3]:

∂v

∂t
= j ∧ b+ ν∇2 v − (v ·∇)v, (1)

∂b

∂t
= (b ·∇)v − (v ·∇)b+ λ∇2 b, (2)

∇·b = ∇·v = 0; (3)

where j = ∇∧b is the charge current density. Here, all
variables are normalized to Alfvén units. The dimensionless
kinematic viscosity, ν, and magnetic diffusivity, λ, are the

inverse of Reynolds and magnetic Reynolds number, respec-
tively.

The mhdFoam solver has been extended to include an
external magnetic field by presenting two part; a fixed part
which is time-independent and a perturbation part which
evolves by time,

b (t, r) = bFixed (r) + bVble (t, r) . (4)

The equations on which resistiveMhdFoam (the modified
mhdFoam) works are the result of replacing (4) in (1)-(3).

B. Benchmark with Orszag-Tang test.

The Orszag-Tang test [4] has been performed to assess
the robustness of the OpenFOAM code for magnetohydrody-
namics, mhdFoam, to benchmark with [5]. This is a simple
and classic test to check the validity of MHD codes based on
simple, non-random and periodic initial conditions (that is, at
t = 0). The time evolution of the magnetic and the velocity
fields are calculated in a cube (whose size is 2π×2π×2π) with
periodic boundary conditions and without external sources.
The MHD simulations have been studied for three cases;
ν = λ = 0.01 with N3 = 643 cells (using 2 CPUs, ∼ 2
hours of wall-time), ν = λ = 0.005 with N3 = 1283 cells
(2 CPUs, ∼ 2 days of wall-time) and ν = λ = 0.001 with
N3 = 2563 cells (8 CPUs, ∼ 1 month of wall-time). First and
second order discretization’s were used for the temporal and
spatial derivatives, respectively.
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Fig. 1: Top panel, velocity and magnetic fields profiles for
ν = λ = 0.01 in the cube domain at t = 2. Bottom panel,
time evolution of the maximum charge current density (left)
and energy dissipation (right) has been benchmarked with [5].
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Figure 1 shows the contour plots of the magnetic end
velocity fields profiles during the MHD decay process and
the results for maximum charge current density, max ‖j‖ =

max
√
j2x + j2y + j2z , and the energy dissipation, ε = ν〈ω2〉+

λ〈j2〉, where ω = ∇∧v represents the vorticity and 〈...〉, the
volumetric average. The magnetic and the velocity fields in-
teract through non-linear MHD dynamics process, forming the
filamentary structures correlating each other. The benchmark
has been carried out with the time evolution of max ‖j‖. The
max ‖j‖ evolution in an early phase turns out to be independent
from the ν and λ chosen. The case with ν = λ = 0.001 shows
a dependence of ∼ t3 from t ≈ 0.5 to t ≈ 1. A saturation
of max ‖j‖ is observed beyond t ≈ 1. It is inverse proportion
against the transport parameters ν and λ. The max ‖j‖ plot is
consistent with the observations of [5]. The plot of the time
evolution of ε which corresponds to small vortex structures of
the field is different from [5]. The possible reason could be
due to the numerical methods used in the work.

III. MHD SIMULATIONS IN TOROIDAL GEOMETRY.

The MHD simulations have been applied to a toroidal
geometry (∼ 700k cells, 3 to 8 CPUs, ∼ 1-3 days of wall-
time). The geometry consists of a toroid of circular cross
section of a major radius R0 = 0.55π and a minor radius
r0 = 0.3π. Two magnetic fields, poloidal and toroidal, are

imposed by an external source assuming the external coils.
Since the interspacing between the coils is smaller inside
than outside, the toroidal field decreases with the inverse of
the distance as one moves away from the axis of symmetry,
bξ = bξR0/R ξ̂. The poloidal field, bθ = bθr/r0 θ̂,
is produced by the circulation of a toroidal current. Here,
bθ = bθ|(r=r0) is the value of the poloidal field at the boundary
and bξ = bξ|(R=R0) is the value of the toroidal magnetic
field at centre of the cross section. The toroidal magnetic
field has been scanned, bξ = 0.35, 0.1 and 0.05, keeping the
poloidal magnetic field fixed to bθ = 0.35. The simulations
were performed with ν = λ = 0.002. An initial velocity field
is given by random perturbation of Ek ≈ 1.24×10−5. Figure 2
shows the contour plots of velocity field of bξ = 0.35 at t = 30
and bξ = 0.1 at t = 70 keeping bθ = 0.35 for both cases. They
show four counter rotating vortices in the case of bξ = 0.35
and a helical structure formed in the case of bξ = 0.1. The
ratio of bθ and bξ characterizes the MHD stability. The energy
evolutions show oscillations before t = 100. In the case of low
bξ, the MHD dynamo is induced forming the helical structures.
These results are consistent with the observations of the work
which has been carried out by other code [6].

IV. CONCLUSIONS AND PERSPECTIVES

In this work, the viability of OpenFOAM as a potential
code for high performance simulations oriented to fusion
plasmas has been assessed. The results of Orszag-Tang test
are comparable to the studies of [5]. In the toroidal domain,
the energy plots turn out to be in good agreement with [6]. The
non-linear MHD simulations via OpenFOAM gives plausible
results although there is a room to improve, for example, the
MHD modelling and physics parameters.

The generation of simulation mesh has been applied to
other geometries. The capability of generating arbitrary mesh
is potential interest for numerical studies of fusion research.
The study of those geometries will be carried out in the future.
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David Garrido González is a Physics bachelor
student at Universidade de Santiago de Compostela
(USC). He is at his last year and is currently car-
rying out his bachelor thesis about non-linear MHD
simulations of magnetically confined plasma using
OpenFOAM in close collaboration with Universitat
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